
ADONIS project
Algorithms for Dynamic Optical

Networks
based on Internet Solutions

Technical Report related to 2nd year
activities

Version: January 2005

Telecommunications Networks Group at Politecnico di Milano,
Telecommunications Networks Group at Politecnico di Torino,
Computer Networks and Mobility Group at Università di Trento
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Chapter 1

Introduction

Objectives of the research project

ADONIS (Algorithms for Dynamic Optical Networks based on Internet Solutions) is a
FIRB research project, sponsored by the Italian Ministry for University and Scientific
Research, aiming at proposing novel methodologies for the design and management of
optical networks in order to support the migration from the current static assignment
and routing techniques to adaptive, dynamic techniques based on IP-centric control.

According to the original project proposal, the research activities are organized into
two workpackages:

WP1 Intelligent static network design, whose main objective is to suggest a unified
evolutionary design approach, which supports the current static network struc-
ture, but is aware of the dynamic future requirements. By a proper design of the
static network, these techniques allow a seamless migration to dynamic manage-
ment as soon as equipment and protocols become available.

WP2 Evolutionary design of dynamic networks, which aims at developing efficient
algorithms and protocols for establishing lightpaths in wavelength-routed net-
works with dynamic traffic demands. The proposed protocols will consider traf-
fic engineering capabilities and guarantee effective protection/restoration mech-
anisms. Furthermore, new switching architectures are proposed and evaluated to
support the dynamic traffic patterns.

In the following section, an overview of the activities developed during the second
year of the project is given. The activities pursued by each Research Unit participating
in the project are described in greater detail in the internal chapters of the Technical
Report.
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Research activities developed during the second year

The activities developed during the second year of the project are divided in the fol-
lowing according to the specific workpackage to which they refer.

Activities in WP1 - Intelligent static network design

In the framework of the first workpackage the theme of network planning under strict
constraints on connection availability has been studied [1]. The guarantees of a pre-
determined maximum outage time and a maximum connection-failure probability for
a connection become fundamental components of the service level agreement between
an operator and its customers. Being an Optical Transport Network (OTN) system
composed of reparable subsystems, quality is usually measured in terms of connection
availability, rather than reliability, though this second parameter could have its rele-
vance. Network planning consists of allocating resources (in terms of WDM channels)
to both working and protection lightpaths. Two optimization objectives are pursued: a)
maximization of the availability level guaranteed to the users and b) minimization of
the total number of fibers that must be installed to deploy the network (assuming that
every fiber carries the same prefixed number of WDM channels). Different strategies
to achieve these objectives are shown: initially, no availability target is specified and
all the connections are individually routed so to maximize the availability of each one,
with no constraints on physical network resources; then the total number of fibers is
minimized, by assuming the availability values obtained by the first strategy as con-
straints; finally, physical-resource minimization is repeated in the same way as before,
but relaxing the availability constraints by a prefixed ratio.

Another activity in the context of WP1 focused on the performance comparison of
of guided-wave architectures for space-division photonic switching [2]. The core of an
OOO cross-connect is an optical switch that is independent of data rate and protocol.
Various technologies have been proposed and studied, which can be subdivided into
two large categories: free-space and guided-wave systems. In this contribution several
architectures have been evaluated and compared considering a possible physical imple-
mentation based on guided-wave structures realized with integrated optics technology.
Some properties including number of switching elements required, blocking perfor-
mance, number of waveguide crossovers, system attenuation, and signal-to-noise ratio
are evaluated and analyzed. The main purpose of this study is to review the state-of-
the-art of optical guided-wave space-switching architectures and to provide a relevant
set of technical elements useful in the selection of architectures to be used in all-optical
cross-connect implementation.

Activities in WP2 - Evolutionary design of dynamic networks

In this workpackage, dynamically reconfigurable wavelength routed networks are con-
sidered, in which lightpaths carrying IP traffic are on demand established.

A first contribution in this framework refers to the Routing and Wavelength As-
signment problem considering as constraints the physical impairments that arise in all-
optical wavelength routed networks [8]. In particular, the impact of the physical layer



when establishing a lightpath in transparent optical network is studied. Because no sig-
nal transformation and regeneration at intermediate nodes occurs, noise and signal dis-
tortions due to non-ideal transmission devices are accumulated along the physical path,
and they degrade the quality of the received signal. A simple yet accurate model for
the physical layer is proposed which considers both static and dynamic impairments,
i.e., nonlinear effects depending on the actual wavelength/lightpath allocation. A novel
algorithm to solve the RWA problem that explicitly considers the physical impairments
is proposed and its effectiveness evaluated by simulation. Indeed, when the transmis-
sion impairments come into play, an accurate selection of paths and wavelengths which
is driven by physical consideration is mandatory.

Part of the activities related to this workpackage are related to Traffic Grooming
(TG). TG is the multiplexing capability aimed at optimizing the capacity utilization
in transport systems by means of the combination of low-speed traffic streams onto
high-speed (optical) channels. Dynamic grooming is basically a routing problem in a
multi-layer network architecture (e.g. an IP over Optical network), since the objective
is to find the “best” path to route traffic requests arriving dynamically to grooming
nodes.

RFC 3717 defines three interconnection models for IPO networks: overlay, aug-
mented and peer. The peer and the augmented models are appealing because sharing
the knowledge base between the two layers allows running an integrated routing func-
tion, by using, for instance, an auxiliary graph. The integrated management enables
a better usage of the network resources. However, both models seem not feasible in
the near term due to the tight integration between the two levels and scalability issues
regarding the amount of exchanged information. The overlay model is instead techni-
cally feasible, since it only requires the definition of an interface between the IP and
optical level and dynamic lightpath capabilities in the optical level.

Only a few dynamic grooming algorithms based on the overlay model have been
proposed so far, and the interaction between different routing strategies adopted in the
IP and Optical levels was never assessed. However, none of the works on grooming
in IPO networks adopted a realistic traffic model. The traffic loading the IPO network
is always modelled like a traditional circuit switched traffic, i.e. CBR (Constant Bit
Rate) connections characterized by the bit rate and duration. Any realistic evaluation
of algorithms to be deployed within the Internet, should instead capture at least the
basic characteristics of Internet traffic.

In [11] a formal definition of dynamic grooming based on graph theory is defined
in a general interconnection model and specialized to the case of the overlay model.
A family of grooming policies is proposed in the overlay architecture and the existing
dynamic grooming proposals are assessed as a special case of it. The performance anal-
ysis of these policies by considering realistic Internet (elastic) traffic is evaluated in [9].
In particular, a simple analytical model highlighting the interaction effect between the
IP routing and the optical layer is analyzed to assess the impact of traffic elasticity
on dynamic grooming. Finally, performance and tradeoffs of different policies are
discussed and explained in both regular and irregular topologies, also discussing the
impact of adopting TE techniques in the IP or optical level and unfairness issues inher-
ent to overlay dynamic grooming. A separate contribution [10] describes in detail the
simulation tool (GANCLES) used to perform these comparative studies on dynamic



grooming algorithms.
Other contributions in this framework concern the long-term view of a full packet

switching network performing IP packet transport, in which optical operations are per-
formed as much as possible exploiting the currently available optical device technol-
ogy. Apparently most of the operations related to the packet header processing need to
be done in the electronic domain.

A node architecture for optical packet-switched transport networks based on an
AWG device is analyzed in [4]. Packet buffering is made possible by fiber delay
lines accomplishing either input queueing only, or combined input/shared queueing.
In this contribution it is shown that, unless the input buffer length exceeds the maxi-
mum packet size, optical scheduling and optical FIFO buffering give almost the same
performance. On the other hand, when the input queue can hold at least one packet
of maximum size, optical scheduling yields a better performance than optical FIFO
buffering, because the output links can be more efficiently exploited.

In [5] different node architectures for the switching of IP packet flows are con-
sidered that are based on current optical routing devices. The traffic performance of
a mesh network is evaluated with the various node structures, assuming that nodes
employ either shortest path routing or deflection routing to forward packets to the ad-
dressed destinations. This contribution shows how the different node structures behave
in terms of packet loss probability with different network configurations when the node
parameters are varied.

Joint activities in both WP1 and WP2

The activities described in this section are related to both workpackages WP1 and WP2.
Among them, one is related to Metropolitan network architectures based on single-

hop WDM optical ring networks operating in packet mode. They are one of the most
promising architectures for MAN since they permit a cost-effective design, with a
good combination of optical and electronic technologies, while supporting features
like restoration and reconfiguration that are essential in any Metro scenario. In [7] the
tunability requirements that lead to an effective resource usage and permit reconfig-
uration in optical WDM Metros are addressed. Some reconfiguration algorithms are
introduced that adapt the network configuration to traffic demands to optimize perfor-
mance on the basis of traffic measurements. Using a specific network architecture as
a reference case, this contribution aims at the broader goal of showing which are the
advantages fostered by innovative network designs exploiting the features of optical
technologies.

In the transition towards full dynamic traffic, WDM networks optimized for a spe-
cific set of static connections will most likely also be used to support on-demand light-
path provisioning. The paper [3] investigates the issue of routing of dynamic con-
nections in WDM networks which are also loaded with high-priority protected static
connections. By discrete-event simulation various routing strategies are compared in
terms of blocking probability and a new heuristic algorithm is propose based on an
occupancy cost function which takes several possible causes of blocking into account.
The behavior of this algorithm is tested in well-known mesh networks, with and with-
out wavelength conversion and under different types of network traffic.



Another activity is related to optical switch architectures which are able to handle
variable-length packets such as IP datagrams, based on an AWG device to route packets
and equipped with a fiber delay-line stage as optical input buffer. Unfortunately, exten-
sive simulations of optical networks built with switches of this type showed that con-
siderable buffering capability is required in order to achieve acceptable performance.
The paper [6] builds upon these previous two, by studying the effectiveness of packet
deflection as a mean for solving packet contentions on outputs of optical switches.
Optical transport networks are simulated, by evaluating the performance of packet de-
flection routing, based on a traffic model adherent to real IP traffic measurements. In
this contribution full-mesh and wheel network topologies are considered, comparing
results to assess deflection effectiveness. The simulation results show that deflection
routing leads to satisfying performance even using buffers with limited size. Further-
more, the average delivery delay does not suffer heavy penalty from packet deflection,
even under heavy traffic conditions.
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Abstract

The tasks of the unit of Politecnico di Milano in this project are focused mainly on the
following topics:

• development of methodologies for designing optical networks under static traffic
demand and with reliability requirements;

• development of methodologies for the evolution of optical networks able to pro-
vide transmission capacity under dynamic traffic demand;

• development of methodologies for designing highly dynamic optical networks
and study of switching architectures for IP traffic.

According to the previous objectives our works have been carried on in order to
obtain significant results in these three areas.

In recent years the importance of WDM networks has rapidly grown, leading them
to become the core of the telecommunication infrastructure, able to face the increase of
data and video traffic. If WDM technology can offer a solution to the large bandwidth
demand, WDM protocols (management and control systems) have been developed in
order to guarantee that the WDM layer will act in the future as a common transport
platform able to operate in an integrated multi-protocol environment, providing a high
quality of service.
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The theme of network planning under strict constraints on connection availabil-
ity has been studied in [1]. The guarantees of a prefixed maximum outage time and
a maximum connection-failure probability [2] for a connection become fundamental
components of the service level agreement between an operator and its customers. Be-
ing an OTN system composed of reparable subsystems, quality is usually measured
in terms of connection availability (a measure of outage time), rather than reliability
(a measure of disconnection probability), though this second parameter could have its
relevance [3]. Many authors have proposed various ad-hoc reliability parameters to be
employed to networking problems [2, 4, 5, 6].

In this work the planning of an OTN starting from a known set of optical connection
requests and from a green-field physical installation is considered. The sets of nodes
and of WDM links connecting them are given, together with the physical lengths of the
links. Each connection is end-to-end protected, i.e. it is implemented by setting up a
pair of lightpaths from the source to the destination node, one of which is used in work-
ing conditions and the other is for protection. Network planning consists in allocating
resources (in terms of WDM channels) to both working and protection lightpaths. Two
optimization objectives are pursued: a) maximization of the availability level guaran-
teed to the users and b) minimization of the total number of fibers that must be installed
to deploy the network (assuming that every fiber carries the same prefixed number of
WDM channels). We show different strategies to achieve these objectives: initially, no
availability target is specified and all the connections are individually routed so to max-
imize the availability of each one, with no constraints on physical network resources;
then the total number of fibers is minimized, by assuming the availability values ob-
tained by the first strategy as constraints; finally, physical-resource minimization is re-
peated in the same way as before, but relaxing the availability constraints by a prefixed
ratio.

The second topic that has been analyzed focuses on the performance comparison of
of guided-wave architectures for space-division photonic switching [7]. The core of an
OOO cross-connect is an optical switch that is independent of data rate and protocol.
Various technologies, e.g. microelectromechanical systems (MEMS) [8] , electroop-
tical [9] , thermooptical [10] , liquid-crystal [11] , bubble-jet [12] and acoustooptical
[13] , have been proposed and studied for realization of optical switches. All these
technologies can be subdivided into two large categories: free-space and guided-wave
systems.

Our analysis has two main guidelines: first, the identification of some evaluation
criteria based on specific performance parameters to compare different guided-wave
switching architectures; second, the presentation of an overview of the main guided-
wave architectures currently state-of-the-art in technical literature. Up to now, several
guided-wave architectures have been proposed for optical space switching. We have
collected them in this unified framework and we have calculated the parameters we
have considered significative to allow a technical comparison among different possible
architectural options for OOO implementation. This will set the basis for a switching-
technology aware project of the optical networks under static offered traffic assump-
tion, after the availability-aware design method developed in the first activity.

On the other hand, the past few years (up to 2001) witnessed the flourishing of
telecommunication industry as one of the fastest-growing and most wide-spread phe-



nomena in economy ever recorded. When the general crisis hit the telecommunication
market it found WDM networks at the dawn of a new evolution. Optical transport net-
works in the past have mainly been designed and operated as static systems: optical
connections were used as long-distance trunks mostly to carry large aggregates of tele-
phone traffic, usually serving only customers of the network operator itself. Traffic was
thus highly predictable.

The scenario is much different today. Data traffic is going to overcome traditional
telephone traffic in volume. The former is characterized by less regular flows than the
latter, which are more and more independent of geographical distances. This change
in traffic statistics is further amplified in the regional and metro area, where flows
are less aggregated and more sensitive to traffic relations due to single, large band-
width applications. Finally, many WDM network operators are beginning to offer the
“lambda service” (i.e. optical connections for lease) and the carrier-of-carriers service
to support the so-called “bandwidth-trading” business. This implies that their network
infrastructure is no longer used solely from their own final customers, making a quota
of connection demands no longer deterministically predictable. The recent develop-
ment of the Generalized Multi-Protocol Label Switching (GMPLS) technique seems to
convey the idea that lightpaths in the future will have to be set up and torn down on a
very short time-scale, even few seconds, perhaps paving the way to a possible optical
packet-switching (or optical burst-switching) era.

All the facts mentioned above are pushing research in security, management and
network design to re-focus its attention from the simple static Optical Transport Net-
work (OTN) to Automatic Switched Optical Network (ASON). While OTN is already
well-defined by the main standard bodies [14, 15], the new ASON model, able to set-
up and release lightpaths on-demand based on on-line requests, is still undergoing an
intense research and standardization activity. This justifies the birth of dynamic traffic
as a new subject of research in optical networks.

In our research we have addresses both static and dynamic traffic paradigm in a new
very particular context. Given the evolution from OTN to ASON as an actual process,
this will surely occur gradually, in any case always preserving the investments of the
network operators. In the transition the two paradigms of static and dynamic traffic
have to co-exist and to be supported by the same WDM network infrastructure. So this
part of our work falls in the first two areas of our activity.

In our investigation [16], we propose and discuss a heuristic strategy for routing
lightpaths for dynamic traffic that allows to increase the acceptance rate of dynamic
connection requests (or, equivalently, to decrease the blocking probability) compared to
other previously known routing algorithms. Such a new algorithm is based on a global
network function which provides an estimation of the available network resources ac-
cording to different criteria. This allows to assign resources to the new lightpath so
that chances of having congestion in the most critical spots of the network are kept as
low as possible. We are going also to study the performance of the heuristic algorithm
proposed under different types of dynamic traffic.

The fourth and fifth point described in this report concern the long-term view of
a full packet switching network performing IP packet transport, in which optical op-
erations are performed as much as possible exploiting the currently available optical
device technology. Apparently most of the operations related to the packet header pro-



cessing needs to be done in the electronic domain. The last two areas that have been
analyzed concern our third area of activity. Our work on this topic is divided into two
main parts: both of them deal with the architecture of an optical packet switching node
first proposed in [17], which is equipped with a fiber delay line stage used as an input
buffer for optical packets.

Two papers, namely [18, 19], focus optical packet switching in a full-IP transport
network scenario. For the switching of IP packet flows different node architectures
are considered that are based on current optical routing devices. The traffic perfor-
mance of a mesh network is evaluated with the various node structures, assuming that
nodes employ either shortest path routing or deflection routing to forward packets to
the addressed destinations.

In previous papers [20, 21], an optical switch architecture was proposed to handle
variable-length packets such as IP datagrams, based on an AWG device to route pack-
ets and equipped with a fiber delay-line stage as optical input buffer. Unfortunately,
extensive simulations of optical networks built with switches of this type showed that
considerable buffering capability would be required in order to achieve acceptable per-
formance. In [22], therefore, we studied the effectiveness of packet deflection as a
mean for solving packet contentions on outputs of optical switches. Optical trans-
port networks were simulated, evaluating the performance of packet deflection rout-
ing, based on a traffic model adherent to real IP traffic measurements. Full-mesh and
wheel network topologies have been considered, comparing results to assess deflection
effectiveness. Our simulation results show that deflection routing leads to satisfying
performance even using buffers with limited size. Furthermore, the average delivery
delay does not suffer heavy penalty from packet deflection, even under heavy traffic
conditions.

In order to carry out the simulative analysis in our three activity fields, two separate
software tools have been developed.

The first one is a C++ optical network simulator, which runs under Linux operative
system. This software allows (1) to emulate the dynamic behavior of a network loaded
by an on-demand offered traffic, under the assumptions that the capacity distribution
in the link of the network is given and (2) to design a network loaded by a static traffic
matrix. This simulator is able to start either from a green-field or considering a fixed
initial distribution of optical circuits in the network. The static version of this soft-
ware tool has been developed in order to include an availability-based and availability-
constrained design of the network. In the dynamic version, confidence level can be set
to guarantee the accuracy of the results.

A second software allows to simulate a optical packet switching node, based on a
structure tat is hypothesized in our studies. Two main properties, its modularity and the
choice of an object-based programming language like C++, allow for a flexible adapta-
tion of our software to several distinct network scenarios. This simulator tool is able to
modelize both the single node performances and the behavior of a structure composed
by many nodes, interconnected by several distinct network pattern. Furthermore, nodes
with different internal structures has been set up by this tool, according to various pat-
terns of connections between AWG’s and wavelength converters. The offered traffic
has been also shaped with respect to various typologies, as well as different structural
parameters (e.g., the maximum delay in the ingress buffer, port number, wavelength



number per channel and the structure of the optical packet) can be specified by means
of a text file.

In the next references section, we report all the publications that are related to this
project. Items in boldface are publications generated at Politecnico di Milano in the
second year of the Adonis project.
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Architectures and Performance of Optical
Packet Switching Nodes for IP Networks

Achille Pattavina
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Piazza Leonardo da Vinci 32, 20133 Milan, Italy
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Abstract— As new bandwidth-hungry IP services are demand-
ing more and more capacity, transport networks are evolving
to provide a reconfigurable optical layer in order to allow fast
dynamic allocation of WDM channels. To achieve this goal,
optical packet-switched systems seem to be strong candidates
as they allow a high degree of statistical resource sharing, which
leads to an efficient bandwidth utilization. In this work, we
propose an architecture for optical packet-switched transport
networks, together with an innovative switching node structure
based on the concept of per-packet wavelength routing. The
traffic performance of such node when loaded by a typical IP
traffic is evaluated through computer simulation; packet loss
probability and average delay performance are shown for various
load conditions.

Index Terms— WDM network, optical switching, arrayed
waveguide grating (AWG), IP packets, traffic performance.

I. INTRODUCTION

Telecommunication networks are currently experiencing a
dramatic increase in demand for capacity, driven by new
bandwidth-hungry IP services. This will lead to an explosion
of the number of wavelengths per fiber, that can’t be easily
handled with conventional electronic switches. To face this
challenge, networks are evolving to provide a reconfigurable
optical layer, which can help to relieve potential capacity
bottlenecks of electronic-switched networks, and to efficiently
manage the huge bandwidth made available by the deployment
of dense wavelength division multiplexing (DWDM) systems.

As current applications of WDM focus on a relatively static
usage of single wavelength channels, many works have been
carried out in order to study how to achieve switching of
signals directly in the optical domain, in a way that allows
fast dynamic allocation of WDM channels, so as to improve
transport network performance.

Two main alternative strategies have been proposed to reach
this purpose: optical packet switching [1]–[5], and optical burst
switching [6]–[8]. In this article, we describe an ‘almost’ all-
optical switching architecture that uses an arrayed waveguide
grating (AWG) as the packet router device. As usual, packet
buffering is accomplished by fiber delay line units. Preliminary
papers have already reported some traffic performance results
for this switch, when the node supports packet buffering only
at switch inputs (input queueing) [9] or by sharing delay lines
among all switch inputs through packet recirculation (shared
queueing) [10]. Here we present the overall switch structure
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in a deeper detail and evaluate the switch performance also
with combined input/shared queueing.

In Section 2 we first introduce the basic concepts supporting
the two types of switching, that is optical packet switching
and optical burst switching. Then in Section 3 we introduce
the optical network environment envisioned for the long-haul
transport scenario, for which Section 4 describes the architec-
ture of the AWG-based switching node. Traffic performance
is evaluated in Section 5 for a single node supporting either
pure input queueing or combined input/shared queuing.

II. OPTICAL PACKET AND BURST SWITCHING

Optical packet switching makes it possible to exploit single
wavelength channels as shared resources, with the use of statis-
tical multiplexing of traffic flows, helping to efficiently manage
the huge bandwidth of WDM systems. Two different basic
approaches have been proposed to this aim, which differ in
the switching matrix unit: broadcast-and-select architectures
or wavelength routing architectures.

The first project based on broadcast-and-select principle is
KEOPS [11]; Figure 1 shows its architecture that adopts input
buffering. It is composed of two stages performing optical
buffering and switching. In the first stage packets are delayed
by a suitable amount of time in order to avoid collisions at the
switch output ports; this function is accomplished by a set of
tunable wavelength converters (TWC) whose task is to select
the proper delay line to be accessed through the demultiplex-
ers. Optical packets emerging from the multiplexers are given
a new wavelength by the second set of TWCs so as to select
the addressed switch outlet.

Since this solution does not allow packet recirculation, it
cannot efficiently support different packet priorities, because,
once a packet has been sent to a delay line, it cannot be
stored longer than the fiber delay to eventually transmit a new
packet with higher priority. This is a crucial shortcoming of
this solution, since the need for some methods of providing
differentiated classes of service for Internet traffic is growing,
with the explosion of new possible applications. Actually the
IPv4 TOS field or the IPv6 Traffic Class field are already
used to give packets a particular forwarding treatment at each
network node, and the availability in the network nodes of
such feature is a fundamental requirement.

Recently another project has been proposed, further elab-
orating the broadcast-and-select solution: the DAVID [12]
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Fig. 1. KEOPS node architecture.

project proposes an optical networking solution viable for both
metropolitan and wide-area networks.

Using a wavelength-routing device for optical packet
switching has been proposed in the projects OPERA [13] and
WASPNET switch [14]. In the former case only one arrayed
waveguide grating (AWG) device is used for optical packet
routing, whereas two AWGs are adopted in the latter project,
which presents a more complete view from a networking
standpoint. Figure 2 shows the WASPNET architecture that
includes two switching stages. The first stage is used to route
packets to the delay lines buffer, for contention resolution, or
to the second stage. This latter stage is used to properly route
packets to the desired output port. In both stages an AWG
device is used to switch (route) packets to an outlet which is
jointly identified by the AWG incoming port and the adopted
transmission wavelength. TWCs at the AWG inputs perform
this function, while the other TWCs feeding the demultiplexers
are used to select the amount of recirculation delay. This
architecture allowing packet recirculation accomplishes shared
queueing, but the need for a second AWG to route packets
to their addressed output link yields a considerable hardware
overhead.

Fig. 2. WASPNET node architecture.

The systems presented insofar carry out header processing
and routing functions electronically, while the switching of op-
tical packet payloads takes place directly in the optical domain.
This eliminates the need for many optical-electrical-optical
conversions, which call for the deployment of expensive
opto-electronic components, even though most of the optical
components, needed to achieve optical packet switching, still
remain too crude for commercial availability.

Optical burst switching aims at overcoming these techno-
logical limitations. The basic units of data transmitted are
bursts, made up of multiple packets, which are sent after
control packets, carrying routing information, whose task is
to reserve the necessary resources on the intermediate nodes
of the transport network (see Figure 3). This results in a
lower average processing and synchronization overhead than
optical packet switching, since packet-by-packet operation is
not required. However packet switching has a higher degree
of statistical resource sharing, which leads to a more efficient
bandwidth utilization in a bursty IP-like traffic environment.

Fig. 3. The use of an offset time in optical burst switching.

Since optical packet-switching systems still face some tech-
nological hurdles, the existing transport networks will prob-
ably evolve through the intermediate step of burst-switching
systems, which represent a balance between circuit and packet
switching, making the latter alternative a longer term strategy
for network evolution. In this work, we have focused our
attention on optical packet switching, since it offers greater
flexibility than the other relatively coarse-grained WDM tech-
niques, aiming at efficient system bandwidth management.

All the mentioned solutions accomplishing optical packet
switching (KEOPS, WASPNET, DAVID, OPERA) define an
environment suitable to switch fixed-length packets, whose
transmission time is called slot, whose duration is in the
order of 1 µs. This implies the development of complex
segmentation and reassembly protocols at the optical network
edges, if the offered traffic is composed of variable-length
information units whose transmission time exceeds the slot
time. On the other hand if the slot time is selected in such a
way to fit the largest information unit, it is very likely that most
of the slots will be partially used when small-size information
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units are sent, thus wasting network resources.
The solution we propose here is to an optical packet

switching node capable of switching variable-length optical
packets; so the client layer (we assume IP in our scenario) can
be interfaced more easily with the optical layer, thus avoiding
a heavy packet processing overhead at the optical transport
network edges. A slot concept is introduced also in our case,
but here refers to the minimum size of optical packet that can
be switched in a TCP/IP network environment.

III. OPTICAL TRANSPORT NETWORK ARCHITECTURE

The architecture of the optical transport network we propose
consists of M optical packet switching nodes, each denoted
by an optical address made of m = log2dMe bits, which
are linked together in a mesh-like topology. Edge systems
(ES) interface the optical transport network with IP legacy
(electronic) networks (see Figure 4).

ES

ES

ES

Optical transport
networkElectronic network

Fig. 4. The optical transport network architecture.

The optical packet is composed of a simple optical header,
which comprises the m-bit destination address, and an optical
payload containing an IP packet. In principle multiple IP
packets could be packed in the same optical packet payload, if
they are all addressed to the same ES. The optical packets are
buffered and routed through the optical transport network to
reach their destination ES, which delivers the traffic it receives
to its destination electronic networks. At each intermediate
node in the transport network the optical packet headers are
received and electronically processed, in order to provide rout-
ing information to the control electronics, which will properly
configure the node resources to switch packet payloads directly
in the optical domain.

The transport network operation is asynchronous; that is,
packets can be received by nodes at any instant, with no time
alignment. The internal operation of the optical nodes, on the
other hand, is synchronous (that is slotted), meaning that the
optical packet switching must start at the beginning of a time
slot. In the model we propose the time slot duration, T , to
be equal to the amount of time needed to transmit an optical
packet with a 40-byte payload from an input WDM channel
to an output WDM channel. Such payload has been chosen
as it is the minimum-size packet that can be transmitted in an
IP-based network; actually it is an IP datagram transporting a
TCP acknowledgement. Supposing a bit rate of 10 Gbps per
wavelength channel, a 40 ns slot duration seems appropriate,
since the 40-byte payload is transmitted in 32 ns (payload
time, Tp) and the additional time can be used for the optical
packet header transmission and to provide guard times.

Optically transporting variable-length packets in such a
slotted environment is made possible by allowing an optical
packet to engage several consecutive slots. We assume that
the optical packet header needed for packet routing is present
only in the first slot of the optical packet and that the payload
per slot is always the same, that is Tp = 32 ns. For example
an IP packet of 1500 bytes is transported by an optical packet
engaging 38 slots. Therefore the bandwidth usage is kept under
control by selecting carefully T and Tp.

Slotted operation has been assumed by all projects men-
tioned in the previous section, with slot duration equal to the
time needed to transmit fixed-size packets. Only the project
DAVID foresees the possibility of switching variable-length
packets with a slot aggregation similar to that assumed here.
Assuming slotted operation for variable-size packets compared
to unslotted switching, makes simpler the switch control, for
example handling the transition between different switch per-
mutations. Other project proposals of optical packet switching
with unslotted operations are not available in the technical
literature, as far as the author’s knowledge is concerned. In this
paper we do not address the issue of comparing complexity or
traffic performance between slotted and unslotted switching.

In our switch model a contention occurs every time two or
more packets are trying to leave a switch from the same output
port. How contentions are resolved has a great influence on
network performance. Three main schemes are generally used
to resolve contention: wavelength conversion, optical buffering
and deflection routing.

In a switch node applying wavelength conversion, two
packets trying to leave the switch from the same output
port are both transmitted at the same time but on different
wavelengths. Thus, if necessary, one of them is wavelength
converted to avoid collision. In the optical buffering approach,
one or more contending packets are sent to fixed-length fiber
delay lines, in order to reach the desired output port only after
a fixed amount of time, when no contention will occur. Finally,
in the deflection routing approach, contention is resolved by
routing only one of the contending packets along the desired
link, while the other ones are forwarded on paths which may
result in paths longer than the minimum-distances.

Implementing optical buffering gives good network perfor-
mance, but involves a great amount of hardware and electronic
control. On the other hand, deflection routing is easier to
implement than optical buffering, but network performance
is reduced since a portion of network capacity is taken up by
deflected packets.

In the all-optical network proposed, in order to reduce com-
plexity while aiming at attaining good network performance,
the problem of contention is resolved combining a small
amount of optical buffering with wavelength conversion and,
eventually, deflection routing. Our policy can be summarized
as follows:

1) When a contention occurs, the system first tries to trans-
mit the conflicting packets on different wavelengths.

2) If all of the wavelengths of the correct output link are
busy at the time the contention occurs, some packets
are scheduled for transmission in a second time, and are
forwarded to the fiber delay lines.
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3) Finally, if no suitable delay line is available at the time
the contention occurs for transmission on the correct
output port, a conflicting packet is lost or, if a suitable
deflection algorithm is implemented, it can be deflected
to a different output port than the correct one.

IV. NODE ARCHITECTURE

The general architecture of a network node is shown in
Figure 5. It consists of N incoming fibers withW wavelengths
per fiber. The incoming fiber signals are demultiplexed and
G wavelengths from each input fiber are then fed into one
of the W/G switching planes, which constitute the switching
fabric core. Once signals have been switched in one of the
second-stage parallel planes, packets can reach every output
port on one of the G wavelengths that are directed to each
output fiber. This allows the use of wavelength conversion for
contention resolution, since G packets can be transmitted at the
same time by each second-stage plane on the same output link.
Apparently hardware simplicity requirements suggest to feed
each plane with the same wavelengths from any input fiber.
Nevertheless in principle there is no restriction in selecting the
value of G, even if it will be shown that it has a significant
impact on the switch traffic performance.

Fig. 5. Optical packet-switching node architecture.

The structure of one of the W/G parallel switching planes
is presented in Figure 6. It interfaces single-wavelength input
and output links and consists of three main blocks: an input
synchronization unit, as the node is slotted and incoming
packets need to be aligned, a fiber delay lines unit, used to
store packets for contention resolution, and a switching matrix
unit, to achieve the switching of signals.

These three blocks are all managed by an electronic control
unit which carries out the following tasks:

• optical packet header recovery and processing;
• managing the synchronization unit in order to properly

set the correct path through the synchronizer for each
incoming packet;

• managing the tunable wavelength converters (TWCs) in
order to properly delay and route incoming packets in the
second and third unit of the system, respectively.

H

1

2

NG

1

2

NG

1

2

NG

H

H

H

Header Decoder

Electronic Controller

Synchronization unit Fiber Delay Lines Unit Switching Matrix

Fig. 6. Structure of one of the W/G parallel switching planes.

When packet recirculation is allowed, the AWG is used to
switch packets to the output ports or, if necessary, to a
recirculation port, in order to store them for an additional
amount of time, to avoid collisions. Moreover recirculation
ports allow the switch to support different priority classes, with
service preemption. In fact, an optical packet, traveling through
a recirculation port delay line, can always be preempted by a
higher priority packet and be redirected to a recirculation port,
instead of being transmitted.

We will now describe the second-stage switching units
mentioned above, detailing their implementation.

A. Synchronization Unit

The synchronization unit is shown in Figure 7 and consists
of a series of 2 × 2 optical switches interconnected by fiber
delay lines of different lengths. These are arranged in a way
that, depending on the particular path set through the switches,
the packet can be delayed by a variable amount of time, rang-
ing between ∆tmin = 0 and ∆tmax = 2(1− (1/2)n+1)×T ,
with a resolution of T/2n, where T is the time slot duration
and n the number of delay line stages.

T/2n

T/2n

T/2n

1

2

NG

1

2

NG

T/4

T/4

T/4T/2

T/2

T/2

2x2 Switch Fiber Delay Line

Fig. 7. Structure of the synchronization unit

The synchronization is achieved as follows: once the packet
header has been recognized and packet delineation has been
carried out, the packet start time is identified and the control
electronics can calculate the necessary delay and configure the
correct path of the packet through the synchronizer.

Due to the fast reconfiguration speed needed, fast 2 × 2
switching devices, such as 2 × 2 semiconductor optical am-
plifier (SOA) switches [15], which have a switching time in
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the nanosecond range, must be used. SOAs are all-optical
amplification devices that are already used in a wide range
of applications; they can be arranged in a particular structure
(as shown in Figure 8), in order to achieve switching of optical
signals. In this configuration SOAs are used as gates that let
the signals go through or stop, depending on the permutation
required. An interesting characteristic of SOA switches is that
these devices allow the amplification of the traveling signals
making it possible, besides routing functionalities, to restore
a required given signal level.

SOA

SOA

SOA

SOA

In1

In2

Out1

Out2

Fig. 8. 2× 2 SOA switch.

B. Fiber Delay Lines Unit

After packet alignment has been carried out, the routing
information carried by the packet header allows the control
electronics to properly configure a set of tunable wavelength
converters (TWCs), in order to deliver each packet to the
correct delay line to resolve contentions (see Figure 9). On
each of the NG inputs of the plane a delay can be applied
that is multiple of the basic slot duration T and ranges up to
Dmax slots. An optical packet can be stored for a time slot,
with a 40 ns duration, in about 8 meters of fiber at 10 Gbps.
To achieve wavelength conversion several devices are available
[16]–[19].
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Fig. 9. Structure of the fiber delay unit

Depending on the managing algorithm used by control
electronics, the fiber delay lines stage can be used as anoptical
scheduler or as an optical first-in-first-out (FIFO) buffer.

• Optical scheduling: this policy uses the delay lines in or-
der to schedule the transmission of the maximum number
of packets onto the correct output link. This implies that
an optical packet P1, entering the node at time αT from
the i-th WDM input channel, can be transmitted after an
optical packet P2, entering the node on the same input
channel at time βT , being β > α. For example, suppose
that packet P1, of duration l1T , must be delayed d1 time
slots, in order to be transmitted onto the correct output
port. This packet will then leave the optical scheduler at
time (α+d1)T . So, if packet P2, of duration l2T , has to
be delayed for d2 slots, it can be transmitted before P1

if β + d2 + l2 < α + d1 since no collision will occur at
the scheduler output.

• Optical FIFO buffering: in the optical FIFO buffer the
order of the packets entering the fiber delay lines stage
must be maintained. This leads to a simpler managing
algorithm than the one used for the optical scheduling
policy, yielding, however, a sub-optimal output channel
utilization. In fact, suppose that optical packet P1, en-
tering the FIFO buffer at time αT , must be delayed for
d1 time slots. This implies that packet P2, behind packet
P1, must be delayed of at least d1 time slots, in order to
maintain the order of incoming packets. Due to this rule,
if packet P2 could be delayed for d2 < d1 slots to avoid
conflict, its destination output port will be idle for d1−d2

time slots, while there would be a packet to transmit.

C. Switching Matrix Unit

Once packets have crossed the fiber delay lines unit, they
enter the switching matrix stage in order to be routed to the
desired output port. This is achieved using a set of tunable
wavelength converters combined with an arrayed waveguide
grating (AWG) wavelength router [20], as is shown in Fig-
ure 10a.

This device consists of two slab star couplers, intercon-
nected by an array of waveguides. Each grating waveguide
has a precise path difference with respect to its neighbors,
∆X , and is characterized by a refractive index of value nw.

Once a signal enters the AWG from an incoming fiber, the
input star coupler divides the power among all waveguides in
the grating array. As a consequence of the difference of the
guides lengths, light traveling through each couple of adjacent
waveguides emerges with a phase delay difference given by:

∆φ = 2πnw ×
∆X

λ

where λ is the incoming signal central wavelength. As all
the beams emerge from the grating array they interfere con-
structively onto the focal point in the output star coupler, in
a way that allows to couple an interference maximum with
a particular output fiber, depending only on the input signal
central wavelength.

Figure 11 shows the mechanism described above. Two
signals of wavelength λ0 and λ3 entering an 8×8 AWG, from
input fibers number 6 and number 1 respectively, are correctly
switched onto the output fibers number 0 and number 3, the
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Fig. 10. Structure of the switching unit: input queueing (a); combined input-
shared queueing (b)

wavelength and the input port of the signals being the only
parameters determining the switch permutation.

Fig. 11. Arrayed waveguide grating.

The AWG is used as it gives better performance than
a normal space switch interconnection network, as far as
insertion losses are concerned. This is due to the high inser-
tion losses of all the high-speed all-optical switching fabrics
available at the moment, that could be used to build a space
switch interconnection network. Moreover AWG routers are
strictly non-blocking and offer high wavelength selectivity.
Commercially available 40 channel devices have a channel
spacing of 100 GHz and show a typical insertion loss of
7.5 dB.

As we said before, to improve the system performance and

to eventually support different priority classes with service
preemption, some of the AWG ports can be reserved to allow
packet recirculation (see Figure 10(b)). To this purpose R
AWG output ports are connected, via fiber delay lines, toR
input ports. Packet recirculation is then managed using tunable
wavelength converters.

After crossing the three stages previously described, packets
undergo a final wavelength conversion, to avoid collisions
at the output multiplexers, where W WDM channels are
multiplexed on each output link.

V. SIMULATION RESULTS

We present now some simulation results of the operation
of an optical node with a single switching plane and hence
W = G is always assumed. These results have been obtained
assuming that the node receives its input traffic directly from
N edge systems. The edge system buffer capacity is supposed
to be large enough to make packet loss negligible and each
WDM channel is supposed to have a dedicated buffer in the
edge system.

The packet arrival process has been modelled as a Pois-
son process, with packet interarrival times having a negative
exponential distribution. As the node operation is slotted, the
optical packets duration is always assumed to be multiple of
the time slot duration T , which is equal to the amount of time
needed to transmit an optical packet, with a 40-byte payload,
from an input WDM channel to an output WDM channel.

As far as packet length is concerned, the following proba-
bility distributions were considered:

1) Empirical distribution. Based on real measurements on
IP traffic [21], [22], we have assumed the following
probability distribution for the packet length, L:







p0 = Pr{L = 40 bytes} = 0.6
p1 = Pr{L = 576 bytes} = 0.25
p2 = Pr{L = 1500 bytes} = 0.15

In this model, packets have average length equal to
393 bytes. Since a 40-byte packet is transmitted in one
time slot of duration T , the average duration of an
optical packet is approximatively 10T . Moreover, p0, p1

and p2 represent the probability that the packet duration
is T , 15T and 38T respectively.

2) Uniform distribution. To show a comparison with the
empirical model described above, we have modeled the
optical packet length as a stochastic variable, uniformly
distributed between 40 bytes (duration T ) and 760 bytes
(duration 19T ). Also in this model, packets have average
duration of 10T .

No deflection routing algorithm has been implemented. Un-
der this assumption, a packet is supposed to be lost if it cannot
be delayed by a suitable amount of time, in order to transmit
it onto the correct output port, on any of the G available
wavelengths. We will now present the performance results of
both architectures, with and without packet recirculation ports
in the AWG, remarking that all the plotted values have a 95%
confidence interval not larger than 40% of the plotted values.
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Fig. 12. Packet loss probability for the empirical distribution: OS vs. OFB.
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Fig. 13. Packet loss probability for the uniform distribution: OS vs. OFB.

A. Optical node without packet recirculation

A node without recirculation line is considered first in
which we evaluate the effect on traffic performance of the
two managing policies optical scheduling (OS) and the optical
FIFO buffering (OFB). Figures 12 and 13 show the packet
loss probability at different traffic loads per wavelength for
various values of the input line delay Dmax of an 8 × 8
AWG, with N = 2 and W = G = 4 wavelengths per fiber,
for the empirical and uniform distributions. It can be seen
that, regardless of packet length distribution, the OS policy
yields a better performance than the OFB policy only when
the maximum delay, Dmax, becomes large enough to allow
efficient packet scheduling. It must be remarked that an optical
packet P2, of duration l2T entering the node at time βT from
the i-th WDM input channel, can be transmitted before a
packet P1, entering the node on the same input channel at time
αT < βT , only if Dmax is large enough to avoid collision at
the fiber delay lines output, that isDmax ≥ (β+l2+d2−α)T .
Further performance improvements are expected by equipping
longer delay lines on the input side.

Figure 14 shows the packet loss probability for the empirical
and uniform distributions, which have an Lmax value of 38T
and 19T respectively, for the OFB policy. It can be pointed out
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Fig. 14. Packet loss probability for the empirical and uniform distributions.

that, regardless of packet length distribution, the node almost
shows the same loss probability for the same value of the
Dmax/Lmax ratio. Furthermore, performance improves as this
ratio increases. In a variable packet length environment, then,
it is convenient to use the OFB policy for the fiber delay lines
unit management, as it is simpler to implement than the OS
policy and gives almost the same performance.

We evaluate how the parameter G, which represents the
number of channels per input/output fibers handled by a
single plane, affects the overall packet loss performance of
the node under optical scheduling operation. To this aim we
have selected a node architecture with a single switching plane
(W = G). We have compared four switch configurations
with the same external lightpath number (N · W ), and no
recirculation lines (R = 0). By assuming the availability of
a 32 × 32 AWG and an FDL stage with maximum delay
Dmax = 8T , the switch size varies in the set N = {2, 4, 8, 16}
and the channel group size in the set G = {16, 8, 4, 2}, in
such a way that N · G = 32. Figure 15 shows that for a
given offered load the packet loss performance improves as
G increases. In particular for low levels of the offered traffic
the improvement can be of several orders of magnitude. This
improvement is nothing else than that attained in any multiple-
server system, in which all users fully share the set of servers.
Traffic engineers well know this phenomenon under various
names, among which perhaps the most common is ”channel
grouping” (or ”trunk grouping”).

B. Optical node with packet recirculation

Here we present the simulation results for an optical
switching plane with R recirculation ports with OS policy.
Two different structures for the recirculation delay lines have
been tested: the constant delay recirculation (CDR) and the
variable delay recirculation (VDR). In the CDR structure all
the recirculation ports delay each packet by the same amount
of time, which, unless stated otherwise, is given by Drec = T .
In the VDR structure Drec doubles every two ports, that is
the first couple of ports will then have a recirculation delay
of T , the second couple of 2T , and so on. Such structure
of delay lines for the VDR case has been selected to enable
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Fig. 15. Packet loss performance for different grouping factor and node size
values.
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Fig. 16. Packet loss probability: 8×8 AWG, R = 0 vs. 8×8 AWG, R = 4,
CDR.

the switch performance evaluation with recirculation lines of
reasonable length for the AWG sizes considered here, e.g. up
to Drec = 16T . Moreover multiple recirculations are allowed
only if the packet duration L is lower than the recirculation
delay to prevent long packets to occupy simultaneously more
than one recirculation port.

Figures 16 through 19 show the packet loss probability of
an optical switching node with recirculation ports (R > 0)
and compare them with a structure without recirculation ports
(R = 0), with different values of Dmax for the empirical
distribution.

Figures 16 and 17 plot the loss probability of an 8×8 AWG,
with R = 0 and R = 4, for constant delay recirculation (CDR)
and variable delay recirculation (VDR) structures, respectively.
As the AWG dimension does not change, the system with
the recirculation ports always gives higher loss probabilities
than the other one since, in order to make packet recirculation
possible, the grouping factor G has to be reduced, reducing
the number of packets that can be transmitted at the same time
on one output link.

Figures 18 and 19 show the comparison between an 8 ×
8 AWG, with R = 0, and a 16 × 16 AWG, with R = 8.
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Fig. 17. Packet loss probability: 8×8 AWG, R = 0 vs. 8×8 AWG, R = 4

VDR.
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Fig. 18. Packet loss probability: 8 × 8 AWG, R = 0 vs. 16 × 16 AWG,
R = 8, CDR.

Now, as the grouping factor, G, does not change, the packet
recirculation effect on the system performance is apparent:
larger buffers in the recirculation lines (adopted in the VDR
case) improve the packet loss performance. As the introduction
of the recirculation ports allows a longer packet storage, the
average delay grows (see Figure 20), yielding a lower loss
probability for both the CDR and VDR structures.

We have then compared the two configurations, with and
without recirculation lines, both equipped with an 8×8 AWG.
The number of input/output fibers is kept constant (N = 2),
while the grouping factor varies in the set G = {2, 4}.

Figure 21 shows the packet loss probability and average
delay for a node with and without fiber recirculation lines, for
different values of the offered load; the FDL stage maximum
delay is Dmax = 16T and the recirculation lines configuration
is the CDR configuration. It can be pointed out that the
reduction of the grouping factor G, from G = 4 (R = 0)
to G = 2 (R = 4 and Drec = {T, 4T, 16T}), yields higher
loss probability and average delay. This performance worsens
more as the average traffic load decreases, since the effect of
the grouping factor variation is more evident for low levels of
the offered load, as we pointed out before.
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Fig. 19. Packet loss probability: 8 × 8 AWG, R = 0 vs. 16 × 16 AWG,
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Fig. 20. Average packet delay at different loads per wavelength for an 8×8

AWG, R = 0 and for a 16×16 AWG, R = 8, with CDR and VDR structures.

Finally, we have compared the performance of two archi-
tectures, with and without recirculation fibers, with the same
number of input/output fibersN = 2, the same value of the
grouping factor G = 4, varying the AWG dimension. An
8× 8 AWG, without recirculation lines and a 16× 16 AWG,
with R = 8 recirculation lines have been selected to this
aim. Figure 22 shows that, as the grouping factor does not
change, the nodes with recirculation lines always give a better
performance, since they have a higher buffering capability than
the nodes without recirculation lines, while the same number
of contentions can be resolved in the wavelength domain.

VI. CONCLUSIONS AND TOPICS FOR FURTHER RESEARCH

A node architecture for optical packet-switched transport
networks has been proposed that is based on an AWG device.
Packet buffering is made possible by fiber delay lines accom-
plishing either input queueing only, or combined input/shared
queueing. It has been shown that, unless the input buffer
length exceeds the maximum packet size, optical scheduling
and optical FIFO buffering give almost the same performance.
On the other hand, when the input queue can hold at least
one packet of maximum size, optical scheduling yields a
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Fig. 21. Packet loss performance for different grouping factor values, with
and without recirculation lines (R = 0 vs. R = 4 CDR).
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Fig. 22. Packet loss performance for the same grouping factor value, with
and without recirculation lines (R = 0 vs. R = 8 CDR).

better performance than optical FIFO buffering, because the
output links can be more efficiently exploited. Adding shared
buffering through recirculation lines can improve the system
performance only if the grouping factor G is not reduced.

Many issues will have to be addressed in the future, such as
the improvement attainable with the introduction of different
priority classes adopting service preemption. Moreover, the
behavior of a meshed optical transport network will have to
be investigated, in which deflection routing policies can be
adopted to enhance the overall system performance.
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Abstract

The paper1 presents and compares various unicast non-

blocking architectures to be used into space-domain pho-

tonic switching networks. All the analyzed architectures

have been evaluated and compared considering a possible

physical implementation based on guided-wave structures

realized with integrated optics technology. Some properties

including number of switching elements required, blocking

performance, number of waveguide crossovers, system at-

tenuation, and signal-to-noise ratio are evaluated and ana-

lyzed. The main purpose of this work is to review the state-

of-the-art of optical guided-wave space-switching architec-

tures and to provide a relevant set of technical elements use-

ful in the selection of architectures to be used in all-optical

cross-connect implementation.

1 Introduction

Recently, the growth of network traffic has stimu-

lated the deployment of long-haul optical network systems

which employ wavelength-division multiplexing (WDM) to

achieve enormous transport capacity. Such systems, having

tens of wavelengths per fiber with each wavelength modu-

lated at 2.5 Gb/s, 10 Gb/s or more [25], rely mainly upon

electronics to implement the switching functions. In ev-

ery switching node, optical signals are converted to elec-

trical form (O/E conversion), switched electronically and

converted back to optical form (E/O conversion). Switching

systems that execute these operations are called OEO cross-

connects. Although electronic switching is highly reliable,

it has many disadvantages as the dependence of switching

hardware upon data bit-rate and transmission protocol, and

1Work partially supported by MIUR, Italy, under FIRB project ADO-

NIS.

high costs due to E/O and O/E conversion devices. The tran-

sition of the switching functions from electronics to optics

with the deployment of all-optical (OOO) cross-connects

will potentially reduce the network-equipment complexity

and increase the flexibility, provided that the cost of OOO

switches will be competitive with the cost of their OEO

counterparts. The main cost advantages of the OOO so-

lution can be envisioned in the absence of E/O (O/E) con-

verters and in their transparency to the signal format. As a

matter of facts, optoelectronic conversion represents an im-

portant cost component in today networks [19]. Moreover,

several subsystems and components of OEO switches are

subject to be substituted at any protocol or bit-rate varia-

tion.

The core of an OOO cross-connect is an optical switch

that is independent of data rate and protocol. Various tech-

nologies, e.g. microelectromechanical systems (MEMS)

[15], electrooptical [5], thermooptical [3], liquid-crystal [6],

bubble-jet [28] and acoustooptical [21], have been proposed

and studied for realization of optical switches. All these

technologies can be subdivided into two large categories:

free-space and guided-wave systems. For example, MEMS

systems belong to the free-space category while electroop-

tical and thermooptical switches are guided-wave systems.

This paper has two main purposes: first, the identifi-

cation of some evaluation criteria based on specific per-

formance parameters to compare different guided-wave

switching architectures; second, the presentation of an

overview of the main guided-wave architectures currently

state-of-the-art in technical literature. The first aspect is

analyzed in section 2, while architectures are described in

section 3. In this last section, after a brief description of the

technology, the selection of switching architectures is char-

acterized by providing for each case formulas to evaluate

various parameters, focusing the aspects that are more pe-

culiar for the given technology. Up to now, several guided-
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wave architectures have been proposed for optical space

switching. We have collected them in this unified frame-

work and we have calculated the parameters we have con-

sidered significative to allow a technical comparison among

different possible architectural options for OOO implemen-

tation.

Although some described architectures have multicast-

ing or broadcasting capability, in this paper we have fo-

cused our attention only on space-domain switching net-

works with point-to-point connection capacity.

2 Performance parameters

Optical switching architectures can be compared us-

ing as benchmark four different classes of characteristics:

blocking properties, physical structure, signal-transfer im-

pairments and cost. Let us introduce for each class the pa-

rameters we will use in Sec. 3, briefly discussing them one-

by-one in this section to form a qualitative point of view.

2.1 Blocking properties

According to their switching capability, switching net-

works can be subdivided into two categories: blocking and

non-blocking [20]. A network is said to be non-blocking if

an unused input port can always be connected to any unused

output port. Thus, a non-blocking network is capable to re-

alize every permutation of input ports on output ports. If at

least one of these permutations can never be realized, the

network is said to be blocking. Most applications require

non-blocking architectures.

Non-blocking networks can be further distinguished in

three subclasses according to their dynamic behavior in the

transitions from a switching state to another. In Rearrange-

able Non-Blocking (RNB) architectures the setup of a new

connection between an unused input and an unused out-

put may require the reconfiguration of the entire switching

network, with rearrangement of other already active con-

nections. Since existing connections must be interrupted,

though only for the switching time, rearrangeability is of-

ten considered unacceptable by operators. Strict-sense Non-

Blocking (SNB) and Wide-sense Non-Blocking (WNB) ar-

chitectures can always setup a new connection between an

unused i/o pair, regardless of the current switching state,

thus avoiding rearrangements. WNB can achieve this fea-

ture only provided that any new connection is routed ac-

cording to a specific setup rule. In SNB switching networks,

any free route can be assigned to a new connection, indif-

ferently. There is generally a trade-off between switching

capability and complexity: the avoidance of connection-

rearrangement disruptions is paid in terms of a higher num-

ber of switches in the WNB and an even higher number

in the SNB networks. Despite its scarce popularity, the

RNB solution is nevertheless interesting, as it can remain

the sole possibility to achieve large switch-dimensions in

those cases in which technology sets hard bounds to scala-

bility.

We shall point out that this study has on purpose over-

looked the wavelength switching domain. Since our inves-

tigation is dedicated to space-switching optical fabrics, we

make no special assumption on the colors of the optical sig-

nals crossing the switches. They can be either all at the

same wavelength or they can be WDM connections com-

posed by several multiplexed channels. The general basic

condition valid for all the cases we are going to analyze is

that the switching operation is always wavelength insensi-

tive, i.e. routing never depends on wavelength. Moreover,

multiplexed input signals remain so at the output of the

switch and no wavelength conversion operation is carried

out. Under this hypotheses, the blocking classification re-

ported above always refers to the sole space-switching and

space-multiplexing domain.

2.2 Physical structure

A switching architecture is usually composed of a pat-

tern of several optically-interconnected basic Switching El-

ements (SEs) (as directional couplers), arranged according

to a specific topology. The switching fabric can be real-

ized entirely on a unique substrate (single-substrate imple-

mentation) or by distributing the SEs among many modules

(multiple-substrate implementation).

Advantages of the single-substrate implementation are

network compactness and construction simplification. On

the other hand, separation on many substrate often allows

essential physical-performance improvements. For exam-

ple, for guided-wave systems the multiple-substrate imple-

mentation allows a great reduction in the number of waveg-

uide crossovers (see later), resulting in lower insertion loss

and crosstalk. An important drawback of the multiple-

substrate structure is the need for external systems intercon-

necting the different modules. They are very often imple-

mented by arrays of optical fibers (usually organized in rib-

bons). If propagation loss on short fiber-spans (as expected

to be inside an OOO) is normally negligible, coupling loss

can be an issue in guided systems due to optical-mode mis-

matching between fiber and waveguide.

It should be noted that, while any multistage architecture

can in principle be implemented on multiple substrate, there

are some architectures which are topologically more suit-

able of being decomposed than others. The multi-substrate

implementation is thus more frequent for modular topolo-

gies. Incidentally, modular fabrics are often also among the

cheapest possible (in terms of number of SEs required to

achieve a given switch size).
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2.3 Signal-transfer impairments

The signal-transfer performance class includes some pa-

rameters related to the degradation suffered by optical sig-

nals that cross the switching network.

The first impairment on signal usually considered is at-

tenuation. Contributions to the global attenuation come

from several sources: the SEs, the waveguide-bends, the

substrate/fiber interfaces, etc., that a given signal crosses

inside a switching fabric, all dissipate fractions of its opti-

cal power. Thus, attenuation depends on the path the signal

has been routed on through the switch: different routings

may result in different attenuation values. We define inser-

tion loss L the worst-case value among all those attenua-

tions a signal can possibly face by following a path through

the switch. Insertion-loss evaluation is performed from the

input to the output port connected by the worst-case path.

Switch loss-features are also characterized by another

important parameter: the insertion loss difference ∆. This

is defined as the differential attenuation between the most

and the least lossy paths through the fabric. Frequently, in-

sertion loss difference is a more critical impairment than

insertion loss itself. This is because a high common atten-

uation can be compensated for with the addition of opti-

cal amplifiers, while compensation of insertion loss differ-

ences requires a more complex distributed equalization sys-

tem. A high differential attenuation adversely affects also

the optical receiver, since it must be designed for a wider

amplitude-dynamic and it must be adapted to react to high

fluctuations of the signal-to-noise ratio.

Loss possible contributions are so many that accurate at-

tenuation values can be obtained only by experimental mea-

surements. Since the purpose of our paper is to provide an-

alytical expression for many different switch architectures,

we have necessarily to simplify the physical problems re-

sorting to approximated analysis. In the following of the

paper we will estimate insertion loss and insertion loss dif-

ference by considering only a limited number of phenom-

ena as contributions to attenuation. We are going to com-

plete this discussion in the next section providing specific

expressions for L and ∆ for each architecture.

Optical signals are degraded through a space switch also

for the accumulation of noise, which lower the Signal-to-

Noise Ratio (SNR), increasing error probability. Guided-

wave switching architectures are seriously affected by this

signal impairment, as the majority of integrated-optics sys-

tems. Being a switching fabric a multiport device, where

many signals converges together in a limited physical space,

the dominant noise source is the interference of a given opti-

cal channel with the other channels that are simultaneously

present in the switch. The crosstalk measures the total opti-

cal power transferred to an output of a space-switching ma-

trix from all the inputs different from the one from which

comes the expected signal. In order to measure crosstalk, a

common approach is to consider the worst case in which all

connections are active at the same time. Moreover, crosstalk

originating in the interstage interconnections due to opti-

cal beam intersection is usually negligible [26]: only power

leakage in non-ideal SEs is thus considered. When two con-

nections are active at the same time in the two channels

switched by a 2 × 2 SE, each of them receives a so called

first-order crosstalk contribution. If a connection crosses

alone a 2 × 2 SE, it does not receive first-order crosstalk.

However, the free input of the SE may be connected to a

free output of another 2× 2 SE which is crossed by another

active connection. In this case the first connection receives

a second-order crosstalk contribution. In our analysis we

will always consider crosstalk only up to the second order:

this is generally considered sufficiently accurate.

Each SE of the fabric (generally, a directional coupler)

is characterized by the so called extinction ratio m, which

is the ratio of power that is leaked from each channel to

the other channel. In the SNR calculations we will use m
and the equivalent parameter X , which is the inverse of the

extinction ratio in dB

X = 10 log10

1

m

The majority of papers dealing with optical guided-wave

switching fabrics assumes an extinction ratio m = 0.01
(X = 20 dB). SNR is then evaluated assuming crosstalk

as the only source of noise, which is reasonable if we are

interested to characterize the fabric itself, considering any

other possible noise source (e.g. ASE of optical amplifiers

which may be present at inputs or outputs of the fabric) as

external. Moreover, ideal optical signals with equal power

are assumed to be applied to all the inputs. SNR, as atten-

uation, generally depends on the path followed by a signal

inside the switch. The worst-case SNR among all the pos-

sible connections of the switching-network is regarded as

the interesting figure, while differential SNR is usually not

relevant.

To easily evaluate the entity of SNR a common approxi-

mated procedure is followed: second-order crosstalk is only

calculated when it is known that no first-order contribu-

tion reaches the switch output of the worst-case connec-

tion. Otherwise, second-order crosstalk evaluation is use-

less, since its contribution would be negligible compared to

the first-order components. The choice between first and

second order calculation is readily taken by inspecting the

architecture under exam: first-order crosstalk is evaluated

when at least one SE along the worst-case path accommo-

dates two active connections at the same time; second-order

crosstalk is computed instead when all the SEs along the

worst-case path (and thus in the whole network) are crossed

by no more than one connection. The second situation

occurs in the so called “dilated” architectures. Under the
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above approximations, in order to evaluate the total first-

(second-) order crosstalk noise at the output of the worst-

case connection, it is sufficient to count the number of SEs

along its path that give first- (second-) order crosstalk con-

tributions. If Pi is the common input power for all the

connections, each of these contributions will be equal to

Pi/m (Pi/m2). It should be noted that in the approximated

conditions the attenuation experienced by a connection will

equally apply to both signal and crosstalk-noise contribu-

tions and will cancel out of the final SNR. Thus, if A is

the number of crosstalk-active (contributing) SEs along the

worst-case path, SNR is given by

SNR =
Po

Pxtalk

=
1

A · mγ

where γ = 1 or γ = 2 if the evaluated crosstalk is of the first

or the second order, respectively. Usually, SNR is expressed

in dB as follows

SNR[dB] = 10 log10

[(

1

m

)γ

A−1

]

= γX − 10 log10 A

In our crosstalk approximated evaluation we have con-

sidered only SEs. Actually, in guided-wave architectures

two signals also interacts at waveguide crossovers, where

a small crosstalk noise is generated. Crossover crosstalk is

often difficult to measure and strictly depends not only on

waveguide and material properties, but also on the geome-

try of the intersections (and in particular on the intersection

angle). It has been traditionally not considered, being re-

garded as negligible compared to the SE crosstalk. It can

become however a major cause of impairment in those ar-

chitectures in which the number of crossovers is extremely

high. We are currently studying this problem in order to de-

fine a less approximate model which takes also crossovers

into account in crosstalk evaluations.

We shall finally point out that for the reasons mentioned

at the end of Sec. 2.1, in the framework of this paper it

is impossible to distinguish between crosstalk at the same

(homodyne) or at a different wavelength (heterodyne) of the

signal. It is however well known that homodyne and hetero-

dyne crosstalks have very different impacts on the quality of

signal.

2.4 Cost

The cost of an optical space-switching matrix can be

evaluated by counting its elementary components and at-

tributing to each one of them a unitary cost. This evaluation

is not always accurate. Especially with integrated optics,

costs of the fabrication process (and its production yield) is

related to parameters such as substrate area and waveguide

width, which are not necessarily directly proportional to the

number of SEs or their density. However our rough cost

evaluation may be useful to have an idea of the scalability

of each particular architecture.

Characteristics correlated to the cost of the architectures

comprise: number of 2×2 switching elements, total number

of driver devices.

As already mentioned above, the switching architectures

we are considering are obtained by replicating many times

a single elementary SE (usually a directional coupler). The

number of SEs S necessary to achieve a given switch size

is the first total-cost parameter we will consider to compare

the switching architectures.

The state of each SE (cross or bar) is electrically con-

trolled by some kind of driving actuator, according to the

specific switching technology adopted (electromechanical,

thermal, electromagnetic, electrostatic, etc.). Any driver is

per-se a source of cost. The number of drivers is not al-

ways equal to the number of controlled SEs. In fact, there

is a number of architectures (e.g. the tree-type networks)

in which many SEs can be controlled by the same driver,

since the switching network is devised in such a way that

there are groups of SEs which always change their state co-

herently and simultaneously. Therefore, we have consid-

ered the number of drivers D as the second relevant cost-

parameter (of course, D ≤ S in any architecture).

3 Guided-wave switching

architectures

Guided-wave space switches are often fabricated on

lithium niobate substrates on which light-guiding struc-

tures are created by titanium indiffusion (Ti:LiNbO3

technology)[23]. Various types of electrically-controlled

optical SEs can be integrated on the substrate, including

electrooptical and thermooptical switches[8]. Complex and

very powerful architectures can be realized exploiting 1×2,

2×1 and 2×2 SEs. These devices are relatively reliable and

capable of changing their state extremely rapidly, guaran-

teeing low switching time values. Unfortunately, they suffer

high insertion loss and possible polarization dependence.

In order to evaluate attenuation, three types of contri-

butions have been taken into account: power dissipation

of each SE, waveguide-to-fiber and fiber-to-waveguide cou-

pling loss2 and crossover loss. The last contribution is a pe-

culiarity of waveguided architectures: in these fabrics, SEs

and interconnection-stage waveguides are integrated on a

common substrate. Unlike integrated electronic circuits, in

which connections between the various components can be

made at multiple levels and separated by dielectric material,

in integrated optics waveguides physically cross each other

on the same substrate. Waveguide intersection is the cause

of many undesirable effects, one of which is power loss.

2It should be noted that in all the architectures considered, coupling

loss is path-independent (equal for all the paths).
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Let us consider the worst-case path, that crosses K SEs,

I (fiber-waveguide + waveguide-fiber) interfaces and W
waveguide crossovers. The total insertion loss (in dB) is

given by

L[dB] = s · K + c · I + w · W

where s is the loss of a SE, c is the loss of a fiber-waveguide

(waveguide-fiber) interface and w is the loss experienced

by a signal propagating along a waveguide each time this

crosses another waveguide. The insertion loss difference is

calculated by subtracting from L the loss (in dB) obtained

applying the above equation to the best-case path.

3.1 Switching architectures

We have considered 22 different guided-wave network

architectures and we have reported their characteristics into

three different tables, grouping them according to their

blocking features. Fig. 1, 2 and 3 concern SNB, WNB and

RNB architectures, respectively. For each architecture, we

have analyzed the seven features introduced in Sec. 2: phys-

ical structure, insertion loss, insertion loss difference, SNR,

number of SEs, number of drivers and number of waveguide

crossovers. The choice of the physical structure type has

been made according to the intrinsic properties of each ar-

chitecture. For modular networks we have preferred multi-

substrate realizations while we have chosen single-substrate

structures where it has been difficult or useless to identify

simple modules inside the switch. In the tables, letters

S and M indicate single-substrate and multiple-substrate

structures, respectively. When the multiple-substrate con-

figuration has been chosen for a certain architecture, the last

column of the three tables indicates the additional number

of waveguide crossovers between the input and output ports

that the worst-case connection would cross if the same ar-

chitecture had been realized on a single substrate.

In the tables, values of insertion loss, insertion loss dif-

ference and SNR are expressed in dB while the other values

are dimensionless numbers. All the parameters are given as

functions of the number of inputs and outputs of the archi-

tectures (the size of the network) N .

Let us list the architectures we have considered, provid-

ing for each the reference to the paper in which it has been

presented:

• SNB: classical Clos [4]; Double Layer [16]; Dilated

Double Layer [16]; Extended Baseline [29]; Strict-

sense non-blocking NWN (named here NWN-S) [27];

the numerous class of tree-type networks compris-

ing a number of architectures, as indicated in Fig. 1

[22, 17, 11, 10, 9].

• WNB: classical Crossbar [7]; Double Crossbar [14];

Modified Double Crossbar [12]; Wide-sense non-

blocking NWN (named here NWN-W) [26].

• RNB: classical Benes [1]; Dilated Benes [18]; Modi-

fied Dilated Benes [13]; classical Slepian-Duguid [20];

N-Stage Planar [24].

The association of the Crossbar architecture to the wide-

sense non-blocking network class needs an additional com-

ment. The optical guided-wave implementation of the

Crossbar network is usually realized by using N2 2 × 2
SEs, where every SE is equivalent to a crosspoint of the

electronic network. Since every SE has two possible ac-

tive inlets and two possible switching states, such construc-

tion offers multiple routes for various i/o pairs. Only one of

these possible routes guarantees the non-blocking condition

for the network, being the others possible causes of block-

ing states. So, a routing algorithm must exist (although very

simple) that guarantees network non-blockingness. In this

way, the network is wide-sense non-blocking. However,

the border between SNB and WNB networks is so thin that

the same architecture becomes SNB considering a different

type of SEs. For example, 2-D MEMS Crossbar systems

with single-face-reflective micromirrors fall in the SNB cat-

egory. In this case, in fact, there is a unique possible path

between every input and output, making blocking states im-

possible without the need of any routing algorithm.

In Clos and Slepian-Duguid networks, given a value of

N , another independent parameter, n, must be chosen in

order to fully specify the topology. n is the number of input

ports of the switching matrices of the first stage (the number

of output ports of the third stage matrices is chosen equal to

n). We have chosen n =
√

N/2, a value which minimizes

the total number of SEs.

For the multiple-substrate implementations of the Clos

and Slepian-Duguid architectures, we have assumed that

guided-wave Crossbar networks are used to realize each

module of the three stages: modules are connected by fibers

arranged in EGS patterns.

3.2 Architecture comparison

We are now going to numerically compare the various

architectures on the basis of the described characteristics.

The values of the physical parameters s, c, w and X have

been chosen according to the following considerations. s
depends on the type of SEs employed. A typical value for

directional couplers is s = 0.5 dB. It is convenient, how-

ever, to consider the increased value s = 1 dB to keep

waveguide-propagation loss into account. This choice is

based on the assumption that the path length of a signal

across the switching architecture is roughly proportional to

the number of crossed SEs. Realistically, c could be around

1.5 dB, but we have chosen the more conservative value

c = 2 dB. Extinction ratio is strongly dependent on the

switching element type. In literature, a value of X = 20
dB is suggested for directional-coupler-based switches [16].
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Figure 1. Complete characteristics of strict-sense non-blocking guided-wave architectures.
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Figure 2. Complete characteristics of wide-sense non-blocking guided-wave architectures.
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Figure 3. Complete characteristics of rearrangeable non-blocking guided-wave architectures.

Despite the fact that modern fabrication techniques achieve

a much lower level of crosstalk, we prefer keeping X = 20
dB as reference, to be conservative. Finally, considering

2µm-wide waveguides that intersect each other at an aver-

age angle of 50◦, a realistic value for signal loss due to ev-

ery single crossover is w = 45 mdB [2]. It is important to

say that such value refers to a specific case (InP-based pho-

tonic integrated circuits) and that different materials could

give different results. However, the contribution of a single

crossover to the total loss is so low that different values of

w would give rise to significative differences only with very

large architectures.

In the following, we show graphs for some network char-

acteristics in which many architectures of the three classes

(SNB, WNB and RNB) are plotted: this allows an easy ob-

servation of the differences among architectures belonging

to the various classes. Curves corresponding to SNB archi-

tectures have been drawn with a continuous line, while a

long-dashed line is used for WNB and a short-dashed line

for RNB.

Fig. 4 shows the insertion loss. We can see that, in

general, guided-wave architectures have large attenuation

values also for small network dimensions. The loss in-

creases very rapidly with the size. Large dimension net-

works can be used only if coupled with optical amplifiers

capable to compensate the loss introduced by the switch. In

the graph, some architectures display a linear trend while

others present a parabolic trend, the latter being a relevant

obstacle to scalability. The network architecture with the

smallest value of insertion loss is the Benes network for

N ≤ 64, while for N > 64 the conventional AS/AC be-

comes the best one. The explanation of this behavior is

that every signal in a Benes network must pass through

2 log2 N − 1 SEs while the same signal must pass through

2 log2 N SEs in a conventional AS/AC architecture. Since

we have chosen the single-substrate Benes implementation,

the effect of the crossovers is rather negligible for small net-

work sizes. On the opposite, when the network dimension

increases, the signal loss due to the large number of waveg-

uide crossovers cannot be neglected anymore and so the to-

tal attenuation becomes high. In the conventional AS/AC

waveguide crossover is not relevant, because of the pres-

ence of optical fibers between diverse substrates. Fig. 4

does not show relevant differences in the insertion loss val-

ues for the architectures belonging to the three non-blocking

classes. In other words, we can find architectures with a rel-

ative low or high insertion loss independently of the block-

ing property of the network (i.e. if it is SNB, WNB or

RNB). It is interesting to note that several switching net-

works are roughly equivalent for small values of N under

the loss point of view. For example, Benes, Double Layer,

Dilated Double Layer, Dilated Benes and Modified Dilated

Benes have similar attenuation values for N ≤ 32. On the

opposite, only the Conventional AS/AC architecture is ca-

pable to keep insertion loss on acceptable values when N
becomes high. All the other architectures, in fact, reach

very high attenuation levels because of the large number of

SEs crossed by the connections and mainly because of the

huge number of waveguide crossovers along the paths.

Only five architectures present a differential attenua-

tion among input-output connections. For these architec-

tures the differential attenuation rapidly increases to very

large amounts, causing high insertion loss differences. The

Crossbar architecture has the worst behavior under this as-

pect because the insertion loss difference is almost equal

to the insertion loss value. This is due to the fact that the

shortest path inside the matrix always crosses just one SE

and hence it is independent of the network dimension. In a
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Figure 4. Insertion loss for various guided-

wave switching architectures.

large dimension Crossbar, the longest path suffers losses of

the order of many tens of dB while the attenuation on the

shortest path, crossing only one SE, becomes almost neg-

ligible. This large insertion loss difference would impose

so much stress on the optical receiver amplitude-dynamic

that the use of large Crossbar architectures for switching

becomes practically unfeasible. Clos and Slepian-Duguid

architectures decrease the insertion loss difference with re-

spect to the Crossbar network, but improvements are lim-

ited by the use of Crossbar networks in every block they are

composed of. N-Stage Planar networks have a particular

behavior: it can happen that N − 2 i/o connections (out of

N ) cross exactly N SEs, while the other two connections

cross N/2 SEs. For this reason in this type of networks the

insertion loss difference is strongly dependent on the net-

work size N and increases linearly with it. NWN-W net-

works have acceptable values of differential loss, especially

for small architectures. Fortunately, all the other described

switching networks have an insertion loss difference exactly

equal to zero.

In Fig. 5 SNR is plotted as a function of the network size.

Best results are obtained by the architectures which guaran-

tee zero first-order crosstalk. These are: Modified Double

Crossbar (having the best behavior in absolute), Enhanced

PS/AC, Modified Dilated Benes, Dilated Benes and Dou-

ble Crossbar. The case of the Double Layer Networks is

very interesting: they have an almost constant high value

of SNR, despite they belong to the class of non-zero first-

order crosstalk networks. As the previously analyzed char-

acteristics, also the signal-to-noise ratio is independent of

the connection property of the network. For example, the

three architectures that present the best SNR performance

are wide-sense, strict-sense and rearrangeable non-blocking

respectively. It could be proved that the minimum accept-

able SNR to achieve a bit error rate of 10−9 is about 11
dB [10]. For this reason, all the architectures with a lower

SNR value are hardly of practical use. Unfortunately, many

guided-wave switching architectures have SNR below 11
dB also with a very small network size. Some architec-

tures have SNR also below 0 dB, which means that the noise

power is larger than the signal power in the optical signals

outgoing by the switch. So, if the goal is to construct a large

architecture, we have a very limited number of wave-guided

switching architectures to rely upon.
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Figure 5. Signal-to-Noise characteristics for

various guided-wave switching architectures.

Let us now consider the cost parameters. The analyzed

architectures behave very differently under the point of view

of the total number of SEs (Fig. 6). As it is well known,

the very large number of SEs, increasing with the square of

the network size, is one of the main problems of the Cross-

bar. Fig. 6 shows that many architectures require a num-

ber of SEs even greater than that of the Crossbar. On the

other hand, there are some architectures whose complex-

ity increases slowly with N , resulting nicely scalable. Two

important aspects can be noted in the graph. First, an enor-

mous difference in the number of SEs exists between the
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category of RNB architectures and the other two categories.

Second, the difference in the number of SEs between SNB

and WNB networks is not very relevant. So, if the disrup-

tion of optical connections inside the space switch is not

a problem, RNB networks are strongly to be preferred. On

the opposite, if connection rearrangement has to be avoided,

SNB architectures are the best choice since their control is

very easy and their cost is similar to that of WNB architec-

tures.
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Figure 6. Number of SEs required for various

guided-wave switching architectures.

Let us now consider the number of drivers with the size

of the networks. Dilated Double Layer, Extended Base-

line, Conventional AS/AC and PS/AC architectures, inter-

estingly, require a very small number of drivers even with

a large number of SEs. This is because in tree-type net-

works all the SEs belonging to the same column in a splitter

or in a combiner change their state at the same time and

then they can be driven by a common control signal. In the

other two types of networks, even if there are neither split-

ters nor combiners, some SEs change their state at the same

time and can be driven by the same system. RNB architec-

tures ensure the best performance also for this characteris-

tic. The sole exception is represented by the N-Stage Planar

networks that require a large number of SEs and drivers,

even greater than that of many SNB architectures.

Optical signals passing through single-substrate archi-

tectures usually encounter a very high number of waveguide

crossovers. Under this aspect, a multiple-substrate imple-

mentation is the best solution. Fig. 7 represents the max-

imum number of waveguide crossovers between input and

output ports in various networks with different values of N .

We have considered only architectures for which the phys-

ical structure reported in Fig. 1-3 is the single-substrate

type, except the NWN-S. For networks having a number

of crossovers in the order of some thousands, the attenua-

tion term due to waveguide crossovers cannot be neglected

in the expression of the insertion loss.
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Figure 7. Number of waveguide crossover for

various guided-wave switching architectures.

4 Conclusion

Optical switching node design is a complex task, perhaps

even more complex than the design of electronic switches.

In the electronic domain, the unique target is to minimize

the total number of switching elements required by the net-

work. On the opposite, in the optical domain, there are

other additional parameters to be optimized as system at-

tenuation, number of crossovers, and signal-to-noise ratio.

Therefore, the optimal architectures for photonic switching

are not necessarily the optimal architectures for electronic

switching, since the two applications undergo different sets

of constraints. This study addresses the considerations in-

volved in selecting a guided-wave architecture to be used

as an optical space switch fabric. The relevant character-

istics of optical switching architectures have been defined

and a great number of previously proposed structures have

been reviewed. To successfully compare different architec-

tures, many issues have still to be investigated. However,

we can say in general that there is no best switching ar-

chitecture in absolute, but only architectures most suitable

for each specific application, depending on the relative con-

straints the specific application requirements impose to the

various characteristics. If all-optical switching will actually
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prove to be cost effective compared to electronic switching

in the future, some of the switching architectures reviewed

in this paper could be probably adopted in the next genera-

tion OXCs.
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Abstract

This paper1 deals with optical packet switching in a full-

IP transport network scenario. For the switching of IP

packet flows different node architectures are considered that

are based on current optical routing devices. The traffic per-

formance of a mesh network is evaluated with the various

node structures, assuming that nodes employ either short-

est path routing or deflection routing to forward packets to

the addressed destinations. The paper shows how the dif-

ferent node structures behave in terms of packet loss prob-

ability with different network configurations when the node

parameters are varied.

1 Introduction

In the latest years, the outbreak of Internet and broad-

band services for the development of electronic commerce,

entertainment and education has involved the increase of

demand for transmission bandwidth. Nowadays, routing

of traffic flows in transport networks occurs by process-

ing electronically data and transmitting them in optical

fibers; optics is therefore used exclusively at the physical

level. Advent of the wavelength multiplexing technologies

(WDM) has concurred an increase of the transmission ca-

pacity per fiber but at the same time has shown the limits

of actual network infrastructures based on electronic de-

vices. Today networks use only a small fraction of the

large-capacity made available by each fiber (in the order

of terabits per second), since electronic switching, process-

ing and storage technologies do not allow to manage fully

the huge size of data transported by fibers. At the same

time the current need for transporting very large amounts

of traffic based on the IP protocol has shown all the limits

of SONET/SDH technologies, born as solutions for circuit

1Work partially supported by MIUR, Italy, under FIRB project ADO-

NIS and by EU IST Network of Excellence e-Photon/One.

switching and thus unable to guarantee efficient manage-

ment of the IP traffic flows.

The development of new switching systems is therefore

important in order to face such new networking scenario.

The advent of optical switching devices is going to de-

fine a new generation of network elements in which rout-

ing is operated without optical/electronic conversions. In

this context optical circuit and packet switching technolo-

gies play a different role. With optical circuit switching

every connection needs the reservation of an entire WDM

channel in order to realize end-to-end circuits, with the in-

efficient bandwidth usage typical of circuit switching. Op-

tical packet switching on the other hand enables a high and

efficient exploitation of the available capacity thanks to the

bandwidth sharing typical of statistical multiplexing. This

latter technology would moreover be consistent with the

new paradigma of an IP protocol that supports any kinds

of telecommunication service.

Unfortunately, today optical devices used in market

equipment are still too crude to allow packet-by-packet op-

eration. An interesting solution which tries to represent a

balance between circuit switching low hardware complex-

ity and packet switching efficient bandwidth utilization is

optical burst switching [10], [8]. In an optical burst switch-

ing system, the basic units of data are bursts, made up of

multiple packets, which are sent after control packets, car-

rying routing information, whose task is to reserve electron-

ically the necessary resources on the intermediate nodes of

the transport network.

This paper addresses the future-looking scenario of op-

tical packet switching by exploiting the optical switching

technologies available today. In particular it considers the

architecture of optical packet switching nodes already pro-

posed in [1][2][3], which exploit arrayed waveguide grating

devices for packet routing and are equipped with fiber delay

lines used either for input buffering or for shared buffering

of optical packets. The paper is organized as follows. Sec-

tions 2 describes the envisioned optical network architec-

ture, while section 3 details the proposed structures of the
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optical packet switching nodes. Finally section 4 provides

a traffic performance comparison of the different node ar-

chitectures in a mesh network with different packet routing

strategies.

2 Network Architecture

The architecture of the optical transport network we pro-

pose consists of optical packet-switching nodes, which are

mutually connected in a mesh-like topology. A number of

edge systems (ES) interfaces the optical transport network

with IP legacy (electronic) networks (see figure 1). An ES

receives packets from different electronic networks (or lo-

cal hosts) and performs optical packet generation. The op-

tical packet is composed of a simple optical header, which

comprises the destination address, and of an optical payload

made of a single IP packet, or, alternatively, of an aggre-

gate of IP packets. The optical packets are then buffered

and routed through the optical transport network to reach

their destination ES, which delivers the traffic it receives to

its intended destination in the electronic domain. At each

intermediate node in the transport network, packet headers

are received and electronically processed, in order to pro-

vide routing information to the control electronics, which

will properly configure the node resources to switch packet

payloads directly in the optical domain.

ES

optical 

transport 

network

Figure 1. The optical transport network archi-

tecture

The transport network operation is asynchronous; that

is, packets can be received by nodes at any instant, with

no time alignment. The internal operation of the optical

nodes, on the other hand, is assumed to be synchronous,

or slotted, since the switching of packets in an unslotted

node is less regulated and more unpredictable, resulting in

a larger contention probability. In our model we propose,

the time slot duration, T , to be equal to the amount of time

needed to transmit from an input WDM channel to an output

WDM channel an optical packet with a 40-bytes payload

which corresponds to the smallest payload enabled by an IP

packet. Supposing a bit rate of 10 Gbit/s per wavelength

channel, a 40 ns slot duration seems appropriate, since the

40-bytes payload is transmitted in 32 ns, and the additional

time can be used for the optical packet header transmission

and to provide guard times. For a deeper discussion about

this issue the reader is referred to [3].

In order to relieve the complexity of the problem related

to the arbitrary mesh topology of the transport network, we

assume here that all nodes of the transport network have the

same nodal degree Nh, that is the same number of adjacent

nodes. Since we have selected eight optical nodes in the

transport network, we are going to examine here the four

network topologies represented in figure 2, where the num-

ber Nh of adjacent nodes is Nh = 2, 3, 5, 7. Hence these

regular topologies span from the ring network (Nh = 2) up

to the full-mesh network (Nh = 7). The other two networks

identify topologies with intermediate meshing degree. If

we define the connectivity factor α as the ratio between the

number of links in the network and that of a full-mesh net-

work, it follows that the eight-node networks in figure 2 are

characterized by a connectivity factor α8 = 0.29, 0.43, 0.71,

1.

3 Node Architecture

The general architecture of a network node is shown in

figure 3. It consists of three stages: a first stage of chan-

nel demultiplexing, a second stage of switching and a third

stage of channel multiplexing. The node is fed by N in-

coming fibers each having W wavelengths. In the first stage

the incoming fiber signals are demultiplexed and G wave-

lengths from each input fiber are fed into each one of the

Np = W/G second-stage switching planes, which con-

stitute the switching fabric core. Once signals have been

switched in one of the parallel planes, packets can reach

every output port through multiplexing carried out in the

third stage using any of the G wavelengths that are directed

to each output fiber. We note that the number of inlets of

each third-stage multiplexer varies, depending on the spe-

cific structure of the switching planes. Wavelength conver-

sion must be used for contention resolution, since at most

G packets can be concurrently transmitted by each second-

stage plane on the same output link.

The detailed structure of one of the W/G parallel switch-

ing planes is presented in figure 4. It consists of three main

blocks: an input synchronization unit, as the packet switch-
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Figure 3. Optical packet-switching node gen-

eral architecture

ing is slotted and incoming packets need to be slot-aligned,

a fiber delay lines unit, used to store packets for contention

resolution, and a switching matrix unit, adopted to achieve

the switching of signals.

These three blocks are all managed by an electronic con-

trol unit which carries out the following tasks:

• optical packet header recovery and processing;

• managing the synchronization unit in order to properly

set the correct path through the synchronizer for each

incoming packet;

• managing the tunable wavelength converters inside the

switching matrix, in order to properly delay and route

incoming packets.

The details of the synchronization and of the fiber delay

unit can be found in [3]. We simply recall here that the de-

lay lines are used as an optical scheduler that, thanks to the

electronic control, maximizes the number of packets trans-

mitted on the requested output links. Given the maximum

achievable delay Dmax slot, for each switch input Dmax+1
delay lines are needed in each plane, with delays growing

from 0 to Dmax. Once packets have crossed the fiber delay

lines unit, they enter the switching matrix stage in order to

be routed to the desired output port. This is achieved using

a set of tunable wavelength converters combined with an

arrayed waveguide grating (AWG) wavelength router [7].

The AWG is used here as it gives better performance than

a normal space switch interconnection network, as far as in-

sertion losses are concerned. This is due to the high inser-

tion losses of all the high-speed all-optical switching fab-

rics available at the moment, that could be used to build a

space switch interconnection network. Commercially avail-

able 40 channel devices have a channel spacing of 100 GHz

and show an insertion loss of less than 7.5 dB [5]. Other

proposals of switching nodes based on AWGs can be found

in [4][6].

Three different structures are proposed here for the im-

plementation of the switching matrix unit, referred to as

structures Basic (B), Enhanced (E) and Optimized (O). In

all these structures a shared buffer is implemented through

recirculation lines in order to enable a much more effec-

tive contention resolution. R denotes the number of AWG

ports destined to recirculation lines, each one delaying the

packets by a fixed amount Dric slot and Rmax denotes that

maximum number of recirculations allowed to a packet in

the node.

3.1 Basic structure (B)

The simplest switching matrix (Basic structure), first

proposed in [1], is shown in figure 5, referred to a single

plane. It consists of 2NG + R tunable wavelength convert-

ers and an AWG with size (NG + R) × (NG + R). Only

one packet is routed to each AWG outlet and this packet

must finally be converted to one of the wavelengths used

in the WDM channel, paying attention to avoid contention
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Figure 4. Detailed structure of one of the W/G parallel switching planes
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G G

G

Figure 5. Basic switching matrix

with other packets of the same channel.

3.2 Enhanced structure (E)

In order to reduce the number of planes of the node and

thus to better exploit the “channel grouping” effect (i.e. the

sharing of different channels for transmitting a large number

of packets, the load per channel being constant), more than

one packet can be routed through each AWG inlet; appar-

ently the packets sharing the same input must be transmitted

on different wavelengths. The structure of the AWG is such

that different wavelengths entering the same input port will

emerge on different output ports.

In the Enhanced switching matrix structure illustrated in

figure 6, up to k different packets are sent to the same AWG

inlet using different wavelengths. A simple node design re-

quires k to be an integer that divides G. From AWG input

port i, the output channel j can be reached by G/k differ-

ent packets, since there are exactly G/k AWG outlets con-

nected to that channel. During each time slot, up to G pack-

ets can be routed to the same AWG outlet using different

wavelengths. Hence, demultiplexers are needed to split the

different signals and to route them to the last stage of wave-

length converters. If k ≤ G/k, no contention can happen

in the multiplexing stage, so this structure behaves exactly

as a structure Basic with size NG × NG. On the other

hand, when k > G/k, events of packet blocking occur,

considering the fact that G/k paths are available to reach

a tagged output for up to k packets per inlet. So, when more

than G/k packets in the same AWG inlet are destined to the

same output channel, a contention happens, even if the total

number of packets addressed to that output is smaller than

G.

3.3 Optimized structure (O)

The Enhanced node structure be simplified by selecting

k = N , so that each AWG input can receive up to N pack-

ets using different wavelengths, thus implying that the node

structure includes just one plane (Np = 1). Therefore, the

number of AWG inlets is now exactly W . In this structure,

shown in figure 7 and referred to as Optimized structure,

the last TWC stage isn’t needed anymore, provided the em-

ployed AWG works on the same wavelengths used in the

outgoing fibers. In fact, if the electronic controller takes

care of avoiding wavelength contention between AWG out-

lets connected to the same output channel, packets are ready

to be transmitted as soon as they exit the AWG. Therefore, a

packet entering the AWG inlet i and destined to the output
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WDM channel j can not be transmitted using every color

in the WDM channel, but only using a subset which con-

sists of the W/N wavelengths through which the packet can

reach the desired output channel, thus reducing the benefits

of channel grouping (when N and W are kept constant).

4 Performance Evaluation

We show now some traffic performance results given

by the different node architecture configurations obtained

through computer simulation. In order to evaluate the per-

formance provided by the three different switching struc-

tures, we will first examine the packet loss probability in

8-node networks with different connectivity factors. In par-

ticular we first consider the case of shortest path routing, in

which each optical packet must exit the node on a specific

output link (either to an adjacent node or to a local edge

system). Then we will examine the effect of adopting de-

flection routing, in which an optical packet is forwarded to

a link different from that identifying the shortest path if the

intended link is already busy in spite of the input buffering

possibilities enabled by the node. Such deflection routing

is operated choosing random the output link. If the node is

equipped also with shared buffering, this last storage possi-

bility is exploited if all the outgoing links are busy. Finally

we will examine the effect of varying one single network

parameter, that is the number of nodes, the network connec-

tivity factor α and the AWG size.

In order to obtain performance results mutually compa-

rable in spite of the different connectivity factors, we as-

sume that each network node interfaces a number Nh of

edge systems (ES) generating the same amount of traffic ρ.

In such a way the total number of ESs interfacing a node

is equal to the number of network links outgoing from the

node and the total (normalized) load offered to the network

is ρ.

Traffic levels and shared buffer capacities are assumed

equal for all nodes, so that Basic and Enhanced nodes re-

quire more planes (Np > 1). The AWG size is set equal in

all nodes and this value depends on the network connectiv-

ity. The number of wavelengths per plane has been set to

G = 2 for the Basic node with shared buffer and the num-

ber of recirculation lines R equals half of the AWG size (if

R = 0 only input buffering is exploited by the node). Given

the previous assumption about the ESs (the internode links

equal the number of local ESs), it follows that we are as-

suming an AWG size 8Nh × 8Nh. Then it follows that the

AWG sizes are 16 × 16, 24 × 24, 40 × 40 and 56 × 56
for the nodal degrees Nh = 2, 3, 5, 7, respectively. Further-

more the number of wavelengths W equals the AWG size,

since the Optimized node includes just one plane.

The buffering capacity of each node has been set accord-

ing to the following parameters: Dmax = 8 slot in input

buffers, while Dric = 2 slot and Rmax = 4 when shared

buffering is equipped (R > 0).

As far as the offered traffic distribution is concerned,

packet interarrivals for each ES wavelength has been mod-

elled as a Poisson process with negative exponential dis-

tribution. Based on measurement of real IP traffic [9], the

following distribution of packet length L has been assumed







p0 = Pr(L = 40 bytes) = 0.6
p1 = Pr(L = 576 bytes) = 0.25
p2 = Pr(L = 1500 bytes) = 0.15

so that the resulting average packet length is 393 bytes.
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Figure 8. Packet loss performance with short-

est path routing and α = 0.29
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Figure 9. Packet loss performance with short-

est path routing and α = 0.43

Packets are assumed to be equally likely to be addressed

to any destination ES.

4.1 Shortest path routing

The packet loss probability with shortest path routing is

shown in figures 8, 9, 10, 11, for α8 = 0.29, 0.43, 0.71, 1,

respectively. We notice that, as we might expect, solutions

with shared buffering give better performance than without

it. The Optimized node gives the worst performance with-

out shared buffers, the other two solutions providing simi-

lar behaviour. An explanation of this is that packets coming
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Figure 10. Packet loss performance with

shortest path routing and α = 0.71
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Figure 11. Packet loss performance with

shortest path routing and α = 1

from a local ES or a node cannot be routed to the same node

outlet (ES or node). So this implies that with the Enhanced

and Optimized solutions more contentions arise for access-

ing each single node outlet compared to a case in which all

node outlets are equally addressable, as assumed in [3].

On the other hand when shared buffering is employed,

the Enhanced and Optimized structures outperform the Ba-

sic one especially for large network connectivity factors.

This is due to the fact that the shared buffer is distributed

among a much larger number of planes in the former node

structures and then becomes less efficient than a larger

buffer in a single plane (Optimized solution).
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Figure 12. Packet loss performance with de-

flection routing and α = 0.29
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Figure 13. Packet loss performance with de-

flection routing and α = 0.43

4.2 Deflection routing

The three switching node structures are now compared

with deflection routing for the same values of the network

connectivity and the corresponding results are shown in fig-

ures 12, 13, 14, 15.

It is quite interesting to note that now the network perfor-

mance improves significantly as the network connectivity

grows due to the fact that deflection routing can be exploited

better with more output links from the node. When shared

buffering is employed Enhanced and Optimized node struc-

tures give again the best performance due to the larger
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Figure 14. Packet loss performance with de-

flection routing and α = 0.71

0.3 0.4 0.5 0.6 0.7 0.8 0.9
Average load, ρ

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

P
ac

k
et

 l
o

ss
 p

ro
b

ab
il

it
y

, 
π

B - G=4,Np=14,R=0.

E - G=28,k=7,Np=2,R=0.

O - G=56,Np=1,R=0.

B - G=2,Np=28,R=28,Drec=2,Rmax=4.

E - G=28,k=14,Np=2,R=28,Drec=2,Rmax=4.

O - G=56,k=28,Np=1,R=28,Drec=2,Rmax=4.

α
8
=1;N

h
=7;D

max
=8;W=56;AWG=56*56;deflection routing.

Figure 15. Packet loss performance with de-

flection routing and α = 1

buffers they can exploit, as with shortest path routing. With-

out shared buffering, the Enhanced node gives the best per-

formance, whereas the Optimized node behaves the worst.

The reason is analogous to that given for shortest path rout-

ing. In fact the load offered to the node outputs is not evenly

distributed, since now packets entering the node from local

outlets cannot exit the node on the same outlet. Note that

now, due to deflection routing, packets entering the node

from an upstream node can be routed on any output. Hence

it follows that the load offered to inter-node outlets is larger

than that received from local outlets of the node. Notice that

such behaviour applies to all node structures.
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Unlike networks based on Enhanced and Optimized

nodes, adding shared buffering with the Basic solution pro-

vides worse loss performance. As already observed in [3],

shared buffering with Basic node is beneficial only if the

(fixed) delay of recirculation lines exceeds a given thresh-

old, for example 16 slots (recall that we have assumed here

a delay Dric = 2 slots).

5 Conclusions

In this work, we have analyzed and compared the packet

loss performance of three types of optical nodes that dif-

fer substantially for the switching matrix. We have found

that the Enhanced node performs always better than the oth-

ers without or with shared buffering. In the former case

the Basic node provides better results, whereas in the latter

case the situation is reversed. Adding shared buffering to a

node by keeping the same AWG size (and hence increasing

the number of planes with Basic solution or increasing the

multiplexing factor in Enhanced and Optimized solutions)

provides large benefits with all nodes except in the case of

deflection routing and Basic structure. Adopting deflection

routing improves significantly the loss performance espe-

cially for low traffic loads and high connectivity factors.
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Performance Evaluation of Deflection Routing in Optical IP

Packet-Switched Networks ∗

STEFANO BREGNI and ACHILLE PATTAVINA ∗∗

Politecnico di Milano, Department of Electronics and Information, Piazza L. Da Vinci 32, 20133 Milano, Italy

Abstract. In previous papers [5,6], an optical switch architecture was proposed to handle variable-length packets such as IP datagrams,

based on an AWG device to route packets and equipped with a fiber delay-line stage as optical input buffer. Unfortunately, extensive

simulations of optical networks built with switches of this type showed that considerable buffering capability would be required in order

to achieve acceptable performance. In this work, therefore, we studied the effectiveness of packet deflection as a mean for solving packet

contentions on outputs of optical switches. Optical transport networks were simulated, evaluating the performance of packet deflection

routing, based on a traffic model adherent to real IP traffic measurements. Full-mesh and wheel network topologies have been considered,

comparing results to assess deflection effectiveness. Our simulation results show that deflection routing leads to satisfying performance even

using buffers with limited size. Furthermore, the average delivery delay does not suffer heavy penalty from packet deflection, even under

heavy traffic conditions.

Keywords: Arrayed Waveguide Grating (AWG), Internet Protocol (IP), optical networking, optical switching

1. Introduction

The exponential growth of Internet users and the introduction

of new broadband services have been fostering an unprece-

dented increase of network capacity. On the other hand, the

IP architecture is being seen as the unifying paradigm for a

variety of services and for the Broadband Integrated Services

Network (B-ISDN), which has been foreshadowed since the

1980’s. To face this challenge, considerable research is cur-

rently devoted to design IP full-optical backbone networks,

based on Wavelength Division Multiplexing (WDM) technol-

ogy, in order to relieve the capacity bottleneck of classical

electronic-switched networks.

Photonic packet switching represents a potential solu-

tion [1–3]. Today, unfortunately, optical devices available on

the market are still not mature enough to allow packet-by-

packet operation in the optical domain. Optical burst switch-

ing has been proposed as intermediate solution between pure

packet and circuit switching [4]. However, packet switch-

ing features an higher degree of statistical resource sharing,

which should lead to a better bandwidth utilization when the

network carries bursty traffic such as IP traffic.

This work is based on the optical switch architecture pro-

posed in [5,6], based on an Array Wavelength Guide (AWG)

to route packets to outlets and equipped with a fiber delay-line

stage as optical input buffer. This optical switch was designed

to handle variable-length packets, such as IP datagrams. Its

∗ This paper is mainly based on the paper “Deflection Routing Effectiveness

in Full-Optical IP Packet Switching Networks”, by M. Baresi, S. Bregni,

A. Pattavina and G. Vegetti, included in the Proceedings of the IEEE Con-

ference ICC 2003, Anchorage, AK, USA (May 2003).
∗∗ Corresponding authors.

E-mail: {bregni,pattavina}@elet.polimi.it

performance was also evaluated for some typical statistical

distribution empirically verified in the Internet.

The network architecture proposed in [5,6] simplifies the

encapsulation of IP datagrams in optical packets by elimi-

nating fragmentation issues. Moreover, it allows ultra-fine

statistical resource allocation, being able to switch indepen-

dently 40-bytes packets. Unfortunately, this switch would

require considerable buffering to achieve acceptable perfor-

mance, thus relying on expensive optical hardware and con-

trol electronics.

A possible solution, studied in this paper, is to imple-

ment efficient packet deflection inside the optical network,

as a mean for solving packet contentions on outputs of op-

tical switches. Thus, optical networks have been simulated to

assess deflection effectiveness, based on a traffic model ad-

herent to real IP traffic measurements. Full-mesh and wheel

network topologies have been considered.

This paper is organized as follows. In section 2, the archi-

tecture of optical network studied in this work is introduced,

summarizing the optical packet format and the switching ar-

chitecture. In section 3, the system and traffic simulation

models are described. In section 4, several simulations results

are presented. Finally, section 6 draws some conclusions.

2. Architecture of the optical transport network

The general architecture of the optical network, as proposed

in [5,6], is shown in figure 1 and consists of M optical packet

switching nodes, each denoted by an unique optical address

made of m = �log2 M� bits, linked together according to a

suitable topology. A number of Edge Systems (ES) interfaces

the optical transport network with IP legacy electronic net-
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Figure 1. Architecture of the optical transport network.

Figure 2. Optical packet format.

works. In our model, N ESs are connected to each optical

node. Therefore, the total number of ESs is N · M .

Edge systems multiplex IP datagrams from electronic net-

works and encapsulate them into optical packets with no frag-

mentation. Optical packets are then routed through the optical

network to reach their destination ES, which delivers them to

the destination electronic networks. The network operation is

asynchronous: packets are transmitted between nodes with-

out enforcing any time alignment. Conversely, internal oper-

ation within optical nodes is synchronous (slotted), to achieve

lower contention probability [5,6].

2.1. Optical packet format

An optical packet is composed of a simple header, carrying

the m-bits destination address, and a payload made of a single

IP packet, as shown in figure 2. The optical header has fixed

length while the payload size is not constrained.

The minimum time slot T of operation in optical nodes is

the time needed for the smallest optical packet, carrying a 40-

bytes IP datagram, to go from input to output ports. A 40 ns

time slot seems appropriate, since 40 bytes are transmitted in

32 ns at the base speed 10 Gbit/s and 8 ns can be used for op-

tical header transmission and to provide guard times. These

are required between payload and header and between con-

tiguous packets, to allow header processing and to account for

some packet temporal skew inside switching nodes. Duration

of guard intervals has been set to 1 ns. Therefore, header has

duration 6 ns. It is transmitted at fixed rate 10 Gbit/s, while

payload transmission can be set to higher rates, since the net-

work is totally transparent to payload format and bit rates ex-

cept for optoelectronic stages integrated into Edge Systems.

2.2. Optical switch architecture

The internal operation of optical nodes is synchronous, to

achieve lower contention probability. Therefore, all pack-

ets entering input ports have to be aligned first to time slots,

of duration T = 40 ns to accommodate smallest IP packets

(40 bytes), before being routed by the switching fabric.

The structure of the optical switch is shown in figure 3.

For a detailed description of its architecture and operation,

the reader is referred to [5,6]. In this section, only its main

features are highlighted.

Input WDM channels are demultiplexed, so that each

wavelength enters the switch from a different inlet. At the

switch output, W adjacent outlets, being W the number of

wavelength per channel, are then multiplexed on the output

WDM channel.

At the switch input, headers are first read and sent to the

control electronics (H blocks). An n-stages synchronization

unit, consisting of a series of 2 × 2 Semiconductor-Optical-

Amplifier (SOA) switches interconnected by fiber delay lines

of different lengths, aligns incoming packets to time slots.

The second stage is the fiber delay lines (FDL) unit, which

stores packets to accomplish optical buffering and scheduling

for coping with contention resolution on output ports. Tun-

able Wavelength Converters (TWCs) are used to route pack-

ets to the chosen delay line. The optical scheduling algorithm

sets variable delays for packets entering the switching matrix.

This algorithm even allows two packets entering the switch-

ing matrix in inverted order compared to that in which they

entered the FDL unit, supposed that a sufficient maximum

delay is available (buffer depth Dmax).

Finally, the third stage is the switching matrix unit, based

on an Arrayed Waveguide Grating (AWG) device and two

stages of TWCs, where the first stage is needed to route pack-

ets to the desired output and the second is responsible to con-

vert the signal to a suitable wavelength, in order to avoid two

packets to be transmitted using the same color.

2.3. Packet deflection

Packet deflection extends internal switch buffering, using net-

work links as longer optical delay lines. Nevertheless, de-
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Figure 3. Structure of optical switch based on Arrayed Waveguide Grating (AWG).

flection generally leads to increasing network load. Thus,

optimal deflection algorithms should direct packets to links

scarcely loaded first, aiming at uniforming load among net-

work links.

In this work, uniform packets deflection has been imple-

mented: when a packet is deflected, it is routed with equal

probability to one of the output links that are able to propagate

it without further contention. At every switching node, de-

flected packets are handled as normal packets and are routed

toward destination without any special processing. A hop

limit H (i.e., time to live) is also enforced, to discard pack-

ets pinging too long inside the network.

3. Simulation model

According to the general network architecture shown in fig-

ure 1, we simulated the operation of optical transport net-

works for different network topologies and by varying the

number of ESs, which generate and receive the IP traffic.

Moreover, since the purpose of this work was to assess the

performance of the transport network, we chose the simplest

star topology to connect Edge Systems to optical switches.

In this work, we aimed at assessing the effectiveness of

packet deflection in our optical transport network architec-

ture. Therefore, we chose to simplify switch hardware com-

plexity. In the FDL unit, we set the maximum buffering depth

to 8T . On the other hand, it has been shown in [5,6] that

W should be set large enough in order to obtain satisfying

performance, due to the channel grouping phenomenon. For

this reason, the number of WDM channels used for the single

input-output fiber has been set to W = 20.

For the aggregated traffic generated on each wavelength by

the ES, we adopted a Poisson model, with interarrival times

exponentially distributed. The length L of IP datagrams gen-

erated is a random variable, with empirical distribution ac-

cording to real IP traffic measurements [7]:







p1 = P(L = 40 byte) = 0.60

p2 = P(L = 552 byte) = 0.25

p3 = P(L = 1500 byte) = 0.15.

(1)

Hence, average packet length is 387 bytes. Moreover, the

traffic pattern has been assumed addressed uniformly to all

possible destinations of the network: therefore, the destina-

tion address of each packet is a random variable uniformly

distributed between all possible ES addresses.

4. Simulation results

In this section, we present a selection of results obtained by

the extensive simulations carried out. Full-mesh and wheel

network topologies have been considered. Finally, results ob-

tained in the two cases are compared.

All simulation results reported in this section are the cen-

tral values of confidence interval estimates, with confidence

level set to 95% and interval width on the order of 5%.

4.1. Full-mesh networks

We considered mesh networks with size M = 3, 6, 9. If not

otherwise indicated, the number of Edge Systems connected

to each transport switching node was set to N = M − 1.

Hence, every switching node is connected to M − 1 ESs and

M − 1 other switches. In this way, the traffic A [Erlang]

offered by each ES equals the traffic offered on the average

to each network link (network load). The packet hop limit

has been arbitrarily set to a multiple of the network size M

(H = 0, H = 9 or H = 18).

Figures 4 and 5 plot the packet loss probability, evaluated

for networks with M = 3 and 6 nodes and hop limit H = 0, 9

and 18, versus the offered load A. The network exhibits bet-

ter performance for higher levels of deflection. Conversely,
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Figure 4. Packet loss probability in a full-mesh network with M = 3 nodes.

Figure 5. Packet loss probability in a full-mesh network with M = 6 nodes.

Figure 6. Average number of hops counted by delivered packets in a full-

mesh network with M = 6 nodes.

under heavy traffic conditions, packet deflection worsens net-

work performance. Deflected packets, in fact, represent a fur-

ther load for single nodes, which leads to higher packet loss

especially when heavy traffic is offered to the network.

The average number of hops required to deliver a packet

is plotted versus the offered load A in figure 6, for M = 6

and H = 9, 18. Deflection routing does not increase drasti-

cally the average hop count. Even under congestion, a limited

number of hops is sufficient to deliver packets in most cases.

In figures 7 and 8, networks with M = 3 and 6 nodes are

directly compared, by setting the H parameter respectively to

H = 9 and 18. We can see that loss probability increases as

the number of nodes grows. This behavior is not determined

by deflection routing, but is common to all switching systems

Figure 7. Packet loss probability in full-mesh networks with M = 3, 6, 9

nodes and H = 9.

Figure 8. Packet loss probability in full-mesh networks with M = 3, 6 nodes

and H = 18.

Figure 9. Packet loss probability in the network with nodes with Dmax = 0.

featuring input queuing (head-of-line blocking).

This consideration is supported also by figure 9, which

shows the performance of networks with M = 3 and 6, where

the maximum buffer depth has been set to Dmax = 0 (no input

queuing) and the hop limit to H = 18. In these cases, the loss

probability does not depend on the network size M .

To better understand network behavior under heavy load,

we can examine the results shown in figure 10, where the

loss probability versus the number of Edge Systems is plot-

ted keeping constant the network load A = 0.8 Erlang.

Increasing the number of hosts per single transport node

yields better performance. Since we are keeping network load

constant, in fact, we are decreasing the traffic offered by sin-
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Figure 10. Packet loss probability in a full-mesh network with M = 6,

H = 18, N = 5, 6, 7, 8 and constant offered load A = 0.8 Erlang.

(a) (b) (c)

Figure 11. Wheel network topologies considered (M = 6).

gle ESs and therefore also the amount of traffic addressed to

each ES. Thus, when a packet reaches the switching node di-

rectly linked to its destination, it has an higher probability to

immediately delivered.

4.2. Wheel networks

In this section we present some results obtained for partially-

meshed networks. Wheel networks are a particular class of

regular network topologies that are easily represented plac-

ing nodes around a wheel. In particular, we considered 6-

nodes wheel networks, with the three connection topologies

depicted in figure 11. Table 1 summarizes the values of some

characteristic parameters of these three network topologies.

The connectivity factor α is defined as

α =
2l

M(M − 1)
, (2)

where l is the number of bidirectional links and M is the num-

ber of nodes. Therefore, α represents the ratio between the

number of links in a wheel network and the number of links

in a full-mesh network having same number of nodes.

The network diameter D is the maximum distance be-

tween two nodes. The network order � is the maximum num-

ber of links connected to a node. Finally, the network number

of hops NH is defined as the average distance seen from a

node divided by the number of nodes of the network.

Figure 12 shows simulation results for these three kinds of

network with a deflection limit H = 18 hops. Network per-

formance worsens rapidly as α decreases. In fact, removing

links from the network reduces deflection possibilities inside

Table 1

Characteristic parameters of the wheel network topologies shown in

figure 11.

l α D � NH

Figure 11(a) 6 0.4 3 2 1.8

Figure 11(b) 9 0.6 2 3 1.4

Figure 11(c) 12 0.8 2 4 1.2

Figure 12. Packet loss probability in wheel networks with M = 6, H = 18.

Figure 13. Average number of hops counted by delivered packets in a wheel

network with M = 6, H = 18.

switches and this, combined with higher NH, limits deflection

effectiveness. The higher is the distance between two nodes,

the higher is the chance for a packet to get deflected in the

wrong direction around network topology, and thus also the

probability to get lost.

Figure 13 displays the average number of hops performed

by packets delivered to destination. All curves show a max-

imum: this is due to the fact that at very high loads many

packets are discarded even before reaching the hop limit H ,

due to lack of available output links to any direction.

4.3. Comparison of full-mesh and wheel topologies

In figure 14, the performance of the full-mesh network is

compared to that of the wheel network with α = 0.8 (M = 6

and H = 18 in both cases).



244 BREGNI AND PATTAVINA

Figure 14. Comparison of full-mesh and wheel network (α = 0.6) with

M = 6 and H = 18.

Surprisingly, for medium-light loads the wheel topol-

ogy outperforms the full mesh network. This behavior is

explained observing that switching nodes have fewer in-

put/output links in the wheel topology than in the full-mesh

topology. Thus, input queuing may introduce a significant

penalty.

5. Conclusions

In this work, we have studied the impact of packet de-

flection on the performance of optical IP packet switch-

ing networks with reduced buffer capacity. Based on the

switch architecture proposed in [5,6], optical transport net-

works were simulated to assess deflection effectiveness,

based on a traffic model adherent to real IP traffic mea-

surements. Full-mesh and wheel network topologies were

considered, comparing results to assess deflection effective-

ness.

We have shown that, in full-mesh networks, deflection

routing leads to satisfying performance even using buffers

with limited size.

Furthermore, we pointed out that average delivery delay

does not suffer heavy penalty from packet deflection, even in

heavy traffic conditions.

Simulation results also confirmed that reducing the con-

nectivity factor impairs substantially the performance of the

optical transport network and the effectiveness of deflection

routing. If the connectivity factor is low, cleverer deflection

policies should be investigated, to avoid deflecting packets to

nodes far from destination.
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I. INTRODUCTION

HE past few years (up to 2001) witnessed the flourishing of telecommunication indus-

try as one of the fastest-growing and most wide-spread phenomena in economy ever

recorded. The core of that technological revolution has been Wavelength Division Multiplexing

(WDM) optical networks, with their unique capability to offer the best solution to the large

bandwidth demand on one side and to guarantee high quality of service and high reliability on

the other side. Thanks to these features the area of applications of WDM networks drastically

expanded from the original voice traffic transport to become a common high speed transport

platform carrying data, video and voice. WDM protocol has been developed in order to operate

in an integrated multi-protocol environment, serving Sonet, SDH, GMPLS, IP, etc.

When the general crisis hit the telecommunication market it found WDM networks at the

dawn of a new evolution. Optical transport networks in the past have mainly been designed

and operated as static systems: optical connections were used as long-distance trunks mostly

to carry large aggregates of telephone traffic, usually serving only customers of the network

operator itself. Traffic was thus highly predictable.

The scenario is much different today. Data traffic is going to overcome traditional telephone

traffic in volume. The former is characterized by less regular flows than the latter, which are

more and more independent of geographical distances. This change in traffic statistics is further

amplified in the regional and metro area, where flows are less aggregated and more sensitive

to traffic relations due to single, large bandwidth applications. Finally, many WDM network

operators are beginning to offer the “lambda service” (i.e. optical connections for lease) and the

carrier-of-carriers service to support the so-called “bandwidth-trading” business. This implies

that their network infrastructure is no longer used solely from their own final customers, making

a quota of connection demands no longer deterministically predictable. Lambda-service cus-

tomers such as Internet Service Providers (ISP) may requests limited duration connections with

a wide range of possible time-scales. Duration can be for example: several months to provide

temporary connectivity to an ISP waiting for the installation of his new network; few days to

cover some special event (e.g. the Soccer World Cup or the Olympic Games); few hours to
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respond to daily traffic variations; tens of minutes to perform the backup of a large data-storage

facility. The recent development of the Generalized Multi-Protocol Label Switching (GMPLS)

technique seems to convey the idea that lightpaths in the future will have to be set up and torn

down on a very short time-scale, even few seconds, perhaps paving the way to a possible optical

packet-switching (or optical burst-switching) era.

All the facts mentioned above are pushing research in security, management and network

design to re-focus its attention from the simple static Optical Transport Network (OTN) to

Automatic Switched Optical Network (ASON). While OTN is already well-defined by the main

standard bodies [1], [2], the new ASON model, able to set-up and release lightpaths on-demand

based on on-line requests, is still undergoing an intense research and standardization activity.

Despite economy may impose a slower evolution pace today, this change of paradigm from

static to dynamic systems does not seem to be reversible for WDM networks. This justifies the

birth of dynamic traffic as a new subject of research in optical networks. This area accounts

today probably for less works than those published on static planning and it offers several open

issues, such as efficient routing and traffic modelling.

In this paper we are going to address both the above issues, but in a new very particular

context. Given the evolution from OTN to ASON as an actual process, this will surely occur

gradually, in any case always preserving the investments of the network operators. In the transi-

tion the two paradigms of static and dynamic traffic have to co-exist and to be supported by the

same WDM network infrastructure. Mostly likely, these infrastructure has been designed and

configured in order to support a given original static traffic and it is then employed also to pro-

vide lightpaths on-demand. We have more precisely imagined the situation of a WDM network

operator who has optimized his network according to a given set of protected static connec-

tions, adopting WDM path protection (in the two alternative versions, dedicated and shared) as

survivability technique. He still wants to keep its original customers of the static connections,

regarding these as high-priority traffic which should not be disrupted. In addition, the operator

wants to do the best to accommodate as many lightpaths as possible to satisfy dynamic traffic

requests by exploiting the same WDM network.

In this paper we propose and discuss a heuristic strategy for routing lightpaths for dynamic

traffic that allows to increase the acceptance rate of dynamic connection requests (or, equiv-

alently, to decrease the blocking probability) compared to other previously known routing al-
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gorithms. Such a new algorithm is based on a global network function which provides an

estimation of the available network resources according to different criteria. This allows to as-

sign resources to the new lightpath so that chances of having congestion in the most critical

spots of the network are kept as low as possible. We are going also to study the performance

of the heuristic algorithm proposed under different types of dynamic traffic. The paper can be

summarized in the following way. In Sec. II we present our network model and introduce our

simulation method. In Sec. III we describe the models employed to simulate different types

of traffic conditions of dynamic lightpath requests. Then, in Sec. IV, the new heuristic routing

algorithm is proposed, showing its differences from other classical algorithms. In Sec. V we

will show the results obtained by simulating case-study networks under dynamic traffic.

II. NETWORK MODEL

Let us describe in detail the network model we are referring to in this paper. The physical

topology (either ring or mesh) is composed of WDM transmission links and WDM switching

nodes connected according to a given graph. In the ring case the nodes of the physical topol-

ogy correspond to Optical Add Drop Multiplexers (OADMs), while in the mesh network they

represent Optical Cross Connects (OXCs). A WDM link represents a multifiber bidirectional

cable: some fibers are used in one propagation direction, and some others (not necessarily the

same number) in the opposite direction. All the fibers of the network carry the same number
�

of WDM channels, each transmitted on a different wavelength.

Traffic is carried by means of circuit-switched transport entities, optically routed on the basis

of their wavelength. These entities are the lightpaths, each composed of a sequence of WDM

channels connecting a source node to a destination node. In the present work we will consider

two types of WDM networks, according to their wavelength conversion capability [3]:

� Virtual Wavelength Path (VWP) network: all the OXC are able to perform full wavelength

conversion, i.e. an incoming optical signal having any wavelength can be converted to an

outgoing optical signal having any possible transmission wavelength;

� Wavelength Path (WP) network: no wavelength conversion is allowed in the whole net-

work. All the WDM channels composing a lightpath must be at the same wavelength

(wavelength continuity constraint).

According to the scenario described in Sec. I, our network model must be able to represent
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both static and dynamic optical connections. In this paper we will concentrate on the dynamic

aspects of the problem (low-priority traffic), while all the static aspects have been solved by

applying a tool that we developed and which is described in a previously published work [4].

We need only to briefly summarize the main features of this tool.

The set of requests for static connections (virtual topology) is known “a priori” and is fed

to the design tool, together with a description of the physical characteristics of the network

(topology, wavelength conversion, etc). Then a protection strategy is selected for the static

optical connections. For simplicity all the static connections are protected with the same WDM-

layer path-protection strategy. For each optical connection between a source and a destination

node a working and a protection lightpath are set up. In order to guarantee the recovery of the

connection in case of a single link failure, the two lightpaths must be in physical route diversity,

i.e. they can not share any common link 1. For brevity, we will say that a static request is

satisfied by allocating resources in order to set-up a working/protection pair (w/p pair).

In the following of the paper we will consider two different implementations of path protec-

tion: 1:1 dedicated path-protection and mesh shared path-protection. In the dedicated case a

spare WDM channel is rigidly allocated to a specific protection lightpath, so that two different

w/p pairs never intersect. In shared path-protection two or more protection lightpaths belong-

ing to different w/p pairs can share one or more WDM channels, provided that their respective

working lightpaths are link-disjoint. It is well known that shared protection has the advantage

of reducing the amount of resources used for protection and thus the global cost of the network.

Once the protection technique is selected the design tool proceeds to evaluate Routing, Fiber

and Wavelength Assignment (RFWA) for all the requested w/p pairs, jointly solving the dimen-

sioning problem of the physical topology. This is done by exploiting a heuristic optimization

cycle which assumes the total number of fibers installed in the network as cost function. The

cost optimization technique we have defined leads to very good suboptimal results, i.e. return-

ing a network design (lightpath configuration and link capacity) very close to the one necessary

and sufficient to support the given set of static connection requests (further details on the tool

are given in [4]).

We recall that our aim is to model a realistic situation in which an operator wishes to employ
�

A stronger condition of node-sharing prevention can be imposed if protection to node failures has to be enforced. This can

be easily implemented with the same tool, but any further investigation of this aspect is left for future papers.
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its WDM network initially designed for static traffic to offer lightpath provisioning service. As

we are going to explain below, in such a scenario dynamic traffic has to use resources that are

sparse in the network. This is much different from the typical situation considered so far in

most of the papers on dynamic traffic in which dynamic connections occupy an initially empty

network with the same amount of WDM channels in all the links. In our case available capacity

varies from link to link because of the presence of static traffic and because of the optimization.

Therefore the simulations of dynamic traffic we are going to describe in this paper are carried

out on network systems obtained as results of the design tool. We believe this is the most faithful

and simplest way to model the scenario we have assumed.

The network resources available to support dynamic traffic comprise: (a) WDM channels

assigned to protection lightpaths (spare WDM channels); (b) unassigned WDM channels. The

two path-protection implementations we have considered leave protection lightpaths idle in

absence of failure. They can thus be used to host low-priority traffic (dynamic connections in

our case) 2. The low-priority qualification is due to the fact that when a failure occurs some

low-priority connections have to be sacrificed to activate the protection lightpaths for all the

static working paths hit by the failure. Since dynamic connections are low-priority traffic, they

are satisfied by the setup of a single lightpath, without requiring any protection technique.

The second type of resources, i.e. unassigned channels, are present in the optimized WDM

network as a result of cost minimization. Due to the finite granularity given by the fixed number

of wavelengths per fiber
�

, some fibers are not fully occupied by static traffic. Unused capacity,

which tends to increase with
�

, is usually small and widely scattered over the network links,

making its exploitation very inefficient to route dynamic lightpaths. This is the main reason

why we considered protection techniques for static traffic (1:1 and shared) that offered extra

capacity to host dynamic connections.

To conclude the description of our model, let us explain how dynamic traffic is managed.

Dynamic requests for optical connections arrive to the network control system from the upper

transport protocol layers at random time. Each request is characterized by a source node, a des-

tination node and a finite random duration of the connection. At each arrival of a new request the
�
The exploitation of spare WDM channels would not be possible with other protection techniques such as, for instance, 1+1

dedicated path protection, in which the signal always propagates on both the working and spare lightpaths also in absence of

failures.
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control system applies a heuristic RFWA algorithm trying to setup the corresponding lightpath

using the available WDM channels. No disruption of high-priority static working lightpaths is

admitted to accommodate the new circuit, as well as no reconfiguration of already active dy-

namic lightpaths. If available resources are not sufficient the request is blocked and lost forever

[5], [6]. Otherwise, the lightpath is setup by allocating the suitable sequence of WDM channels

that will be released after the given connection duration. The chance of being able to accept

a new connection is the blocking probability parameter. The main purpose of the simulation

experiments we have performed is to compare the effectiveness of different RWFA algorithms

(that will be presented in Sec. IV) in terms of average blocking probability. This parameter is

estimated by measuring the ratio between the number of refused connection requests and the

total number of requests received by the network during the simulation time. The duration of

a simulation is chosen in order to be able to observe the evolution of the system long enough

to reach statistical equilibrium under a constant dynamic traffic load. In such a condition the

average value of the blocking probability changes very little in time.

Beside routing algorithm comparison, a second objective of this work is the evaluation by

simulation of the sensitivity of the network to the type of dynamic traffic. In Sec. III we are

giving details on our traffic modelling system and better explain what we mean by type of traffic.

III. TRAFFIC MODELLING

As we stated in Sec. I, ASON dynamic lambda traffic service is a new emerging feature for

WDM networks. To our knowledge no traffic measures of real cases have been yet reported in

literature. Therefore a statistical description suitable for the future scenario is very difficult to

predict [7]. Because of this lack of actual traffic characterizations, traffic models developed in

the traditional circuit-switching theory for telephone networks are usually employed [8].

In our work we assume that each node of the WDM network (i.e. each OXC) is a generator of

dynamic optical connection requests, having the node itself as source and a destination which

is randomly chosen among the other nodes of the network with equal probability. This last

assumption is appropriate in the case all the nodes of the network have the same importance.

The analysis of particular situations of polarized destination choice (e.g. hub-like traffic) is left

for a future upgrade.

In order to be able to represent a wide range of traffic situations, we adopted the “moment-
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matching” technique, commonly used in tele-traffic theory to study overflow streams in tele-

phone networks [9], [10]. The traffic offered by a generator to the network is defined by as-

signing two parameters which corresponds to the first two moments of � , the random number

of active connections in the system having the node as source in statistical equilibrium. These

two parameters, per each network node, are:

� offered load
�����

E ���
	 , is the average number of active connections;

� peakedness factor, also called Variance to Mean Ratio, VMR
����
��� E ���
	 , where

��
� is the

variance of � .

The “moment-matching” technique then allows to model a generator choosing any equivalent

process that yields the first two moments of the offered load defined above, independently of

the real nature of the generator itself.

The earliest and most widely accepted application of moment-matching [11], [12] exploits the

Bernoulli-Poisson-Pascal processes as equivalent processes. Such birth-death processes are in

general characterized by the mean inter-arrival time � ��� � between two consecutive connection

requests and the mean duration � ��� � of each single connection. The holding time of each

single connection is an exponentially distributed random variable whose mean value � � � � is

independent of the state of the generator and of the arrival process. The inter-arrival generation

process is instead more complicated and it varies according to the specific traffic type.

Most of the dynamic traffic models in the literature have assumed a Poisson traffic type

(regular traffic), that in the “moment-matching” technique is obtained by choosing VMR
� � .

In this case inter-arrival time is exponentially distributed with a mean value � � � � that is

constant and independent of the state of the generator, like the holding time. For this traffic type

a simple relation holds between the average load and the two generator parameters:
����� ����� .

Poisson process, however, may not be representative of the input traffic in a wide area optical

network [7], [13], [14]. The Bernoulli and Pascal processes can be used to model smooth

and peaked traffic types, respectively. While in the Poisson process births are quite regularly

distributed in time, Pascal traffic is characterized by burst periods with high density of births

and Bernoulli traffic, on the opposite, is characterized by burst periods of “silence”. In the

“moment-matching” technique the peakedness factor determines which type of process has to

be used to model the generators: VMR ��� and VMR ��� correspond to the Bernoulli and

Pascal processes, respectively.
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The exact relations between ��� , ��� and VMR in the Bernoulli and Pascal cases [7] are quite

complicated and will be omitted here for brevity. Qualitatively, ��� increases with � in the

smooth case and decreases in the peaked case.

In this work we have developed most of simulation experiments by assuming Poisson traffic-

type. In section V-C however we are going to show some results obtained with Pascal and

Bernoulli traffic types.

IV. HEURISTIC ROUTING ALGORITHMS

At the arrival of a new dynamic connection request at a given time, the control system of the

network must solve a RFWA problem. This consists in the identification of the route (sequence

of links) from the source to the destination and in the selection of a WDM channel in a particular

fiber of each link to be allocated to the new connection.

Several techniques have been proposed to perform RFWA. In principle, techniques based

on mathematical programming could be applied, but these methods require very high computa-

tional efforts. Moreover, the formal definition of an objective function to be minimized which is

directly related to blocking probability is not an easy task, as we will explain later on. Therefore

most of the works in literature regarding dynamic WDM networks propose heuristic methods

to solve RFWA [15]. Some of these methods are based on disjoint solution first of routing and

then of fiber and wavelength assignment. In these cases routing can be constrained: only a lim-

ited set of pre-computed routes for each pair of nodes in the network is considered for possible

routing. This simplifies the RWFA operation but limits the routing options, potentially affecting

blocking probability.

In our work we adopted a heuristic method which jointly solves routing, fiber and wavelength

assignment without imposing constraints on the viable routes (unconstrained routing [16]). It

is based on the multifiber layered graph (MLG) representation of the network, also used in our

static-network design tool [4] and derived from the layered graph method, well-known from

many published papers (e.g. Ref. [17] for dynamic RWA). Each WDM channel of the network

is represented by an arc of the MLG, and each node by a set of image nodes. In order to

jointly solve RFWA, all the arcs of the MLG are assigned proper weights prior to setup the new

lightpath. Then the Dijkstra algorithm is run on the MLG. This allows to find the least-total-

weight route between the image node corresponding to the source OXC and the image node
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corresponding to the destination OXC: the MLG arcs belonging to this route correspond to the

WDM channels that must be allocated to the new lightpath.

The key point of our heuristic approach is weight assignment to the MLG arcs. First of

all an infinite (actually, very large) weight is given to arcs corresponding to unavailable WDM

channels. We recall that WDM channels available for dynamic traffic at a given instant are those

left idle by lightpaths that are active at that instant (either static working lightpaths and dynamic

lightpaths) plus those allocated to static protection lightpaths. Secondly the MLG weight system

is used to support a wide range of RFWA heuristic criteria. In our approach specific criteria for

routing, for fiber assignment and for wavelength assignment can be combined together with a

given priority order. To do this each MLG arc is actually assigned an array of weights instead

of a single scalar weight. Each weight of the array is determined by a specific criterion. We

have modified the Dijkstra algorithm so that the criteria can be applied in a prioritized sequence.

Each time several alternative MLG routes have an equal total weight according to the primary

criterion, they are compared according to the secondary criterion, and so on.

The focus of this paper is routing algorithm evaluation under dynamic traffic. Therefore, in

all the simulations we have performed we have always assigned the highest RFWA priority to

routing; fiber and wavelength assignment follow in order of decreasing priority. Moreover, with

all the tested routing criteria, as we will explain further below, we always used the same criterion

both for fiber and for wavelength assignment. This is the FIRST FIT criterion [5], according to

which weights are assigned to MLG arcs so that, during RFWA, the first idle wavelength (fiber)

is selected after having sorted all the wavelengths (fibers) in each link according to an a priori

fixed order. FIRST FIT is simple, since it does not require information about the instantaneous

network state; however it proved to be a good criterion as for blocking performance.

A. Simple routing algorithms

As mentioned above, the main objective of this work is to compare different routing algo-

rithms in terms of their effectiveness in achieving low blocking probability of the dynamic

connections. The high flexibility of our network model allowed us to test several algorithms,

starting from “classical” solutions and then proceeding to newly defined advanced algorithms.

The two best-known and simplest routing algorithms for dynamic traffic in a WDM network are

the Shortest Path Routing (SPR) and the Least Loaded Routing (LLR).
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The first one routes the lightpath on the minimum distance available path between source and

destination: distance is evaluated as the number of hops (WDM links) crossed by the lightpath.

It is very easily implemented by setting to � the weights of all the available WDM channels.

This routing algorithm is static since the corresponding weights do not depend on the state of

the network.

LLR tries instead to route the new lightpath on a path which carries the lowest possible

amount of traffic generated by already active connections at the time of connection establish-

ment. It obviously requires a knowledge of the network state: it can therefore be classified as an

adaptive routing algorithm. To perform LLR WDM channels are weighted by the so-called link

congestion parameter: if a given channel belongs to link � , then it is assigned a weight ��� equal

to the number of busy WDM channels on that link. The algorithm allocates the new lightpath

on the route having the least possible route congestion parameter. This latter variable is equal

to the maximum link congestion parameter among all the links crossed by the route itself .

It should be noted that each the above algorithms is effective in reducing blocking probability

of dynamic connections on a single different front. SPR tends to minimize the amount of

resources that a new connection is going to subtract from the pool of available WDM channels

of the network. LLR tends to uniformly distribute the load over the links of network. A very

interesting option offered by our network model is that more criteria concerning the same aspect

of RFWA can be applied in sequence, taking advantage of the best heuristic quality of each one.

We applied this to routing, creating a new algorithm from the combination of LLR and SPR in

a prioritized sequence, named LLR/SPR. The highest priority is given to LLR; when two routes

are equal according to the least-loaded criterion, the shortest one is selected according to SPR.

We can expect that cascading LLR and SPR can improve blocking probability compared to both

the single algorithms.

Several other algorithms have been proposed in literature [15]. We consider only the ones

presented above for brevity, knowing however that they are the most frequently used.

B. An advanced heuristic routing algorithm

Most of the studies on WDM dynamic traffic presented so far in literature propose routing

algorithms which take present or past network states into account [18], [5], [19], [20]. Recent

works however, suggested a different approach which focus on the prediction of the future
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network state based on the network history. In [21] this task is accomplished by a method

requiring quite a complex mathematical formulation. In this paper we try to accomplish the

same task following an alternative heuristic approach, by seeking a parameter which allows to

evaluate the impact of a present routing choice of an optical path on the following connection

requests.

The phenomena which can potentially combine to contribute to increase blocking probability

may be identified as: (a) general shortage of free WDM channels; (b) exhaustion of available re-

sources on some particular link cut-set, leaving parts of the network disconnected; (c) saturation

of all input and/or output links of a particular node. Finding an exact mathematical formulation

to represent these causes is not so easy. The identification of critical cut-sets in the network, for

instance, is a complex problem that cannot be exactly solved with polynomial algorithms [22].

So we have defined a global network function which can be used as a heuristic measurement

of the incidence of all three combined causes. This function ������� , which we name Occupancy

Cost Function (OCF), is defined as follows:

�������
	
�� 

���

�� ���


���

� 
��� 
 �
�� 
 ������� �������� (1)

where symbols have the following meanings: "! : total number of links; � ���


� : value of the probability density function of the network link lengths corresponding

to the length �



of link # ; � 
 : link congestion parameter of link # ; � : number of wavelengths per fiber; � 
 : number of fibers installed on link # ; � : time at which the network is observed, assuming �$	&% as the instant from which the

network, loaded only with the static lightpaths, is used to carry dynamic traffic; �'	&% is

also the beginning of all the network simulations; �� 
 ����� : number of lightpaths that were routed on link # from ��	(% ; �� ����� : total number of dynamic connections setup in the network from �)	(% ; �� : average shortest path (in number of hops) taking into account all the couples of nodes

of the network

The normalized link congestion parameter *,+-/. + measures an instantaneous utilization state.
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The term ��������	��
 �����
�� estimates which share of all the WDM channels of the network allocated to

dynamic traffic until time � has been supported by link � . This term is a measure of the link

utilization rate derived from the past history. The product of these two factors is a sort of

“historical” link congestion parameter. Since the network model we have assumed is a pure

loss system, it will reach statistical equilibrium when kept under constant mean dynamic-traffic

load for a sufficiently long period. In such a condition the third factor of Eq. 1 tends to become

constant in time for each link.

The factor ������������� may appear unexpected at a first glance, since link lengths seems irrele-

vant when blocking is the concern. This factor introduces a cost of the utilization of a link of

a given length which is inversely proportional to the chances of finding other links of the same

length in the network. As it will be shown by examples in Sec. V, in many realistic topologies

network-cut-sets are often composed of few links having similar length: in this cases a dramatic

increase of OCF due a ��������� contribution denotes high chances of cut-set exhaustion.

The most important aspect of the OCF function is that it has been defined in order to be

used in an operative way for dynamic lightpath routing. For this purpose, the variation of the

function due to a new lightpath setup, more than  � � � itself, is of interest. Based on  � � �
variation, a new interesting routing algorithm can be defined, as explained in the following. Let

� be the arrival time of a new connection request and ��! the time after the new lightpath has

been set up, assuming that the request is not blocked. Furthermore be " the set of links crossed

by new connection (i.e. its route). The value  � �#! � of the function after the new lightpath setup

is:

 � � ! �%$ &' �)(*,+
�

�������-�/.
0 �132 �4.

56 �-� � �57 � � �98:<;

; &' � *,+
�

���������/.
� 0 � ; ���)= 56 �-� � � ; �)>132 �?= 57 � � � ; �,> 8:

$ &' �)(*,+
�

����� � � .
0 �132 �4.

56 �-� � �57 � � � 8:<;

; &' � *,+
�

��������� .
0 � 56 � � � �132 �?= 57 � � � ; �)> 8:@;

; &' � *,+
�

��������� .
= 0 � ; 56 �-� � � ; �,>132 �?= 57 � � � ; �)> 8:

Let us consider the equation above after an initial transient time A . In realistic traffic con-
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ditions we can assume that, for ����� ,
���� �
	�� 
 and therefore

���� ��	���
�� ���� ��	 . The first

two terms can be grouped together, thus obtaining � � �
	 again. In conclusion the increment of

function � � �
	 due to a new lightpath setup can be written as

� � � ��	���� � ����	���� � �
	 �"!#%$'&)(
* $ � �+ $ � �
	,�-
. �0/ $ 	�1�2 $ ���� ��	435 (2)

Equation 2 gives us the hint and the opportunity to define a new routing algorithm whose

optimality criterion is the minimization of the increment of the OCF itself. This algorithm can

easily be implemented on our network model by assigning the following weight to each link 6 :

798 � 6;:'��	<� 
. �=/ $ 	�2 $�>@?
* $ � �+ $ � �
	,�A
)B

The other normalization factors 1 ���� ��	 35 can be omitted since they are common to all the links.

It should be noted that towards the beginning of the simulations the algorithm behaves similarly

to LLR, due to the presence of
* $ , while as the system approaches statistical equilibrium

�+ $ � �
	
becomes more and more relevant.

The function � � ��	 is obviously far from being a blocking probability. However, when � � ��	 is

evaluated for a network in statistical equilibrium conditions and for different values of average

load, its behavior as a function of the load is extremely similar to the corresponding behavior of

the blocking probability. The exact comprehension of the relation between OCF and CED would

require the definition of a suitable analytical model. Several analytical models for evaluating

blocking probability of a WDM network under dynamic traffic have been published. Several

of these models (e.g. Ref. [23]) assume fixed routing (one single possible path between each

source and destination). An early model considering adaptive routing has been proposed for

classical circuit-switched networks (thus also VWP WDM networks) in Ref. [24]: however

in this case routing is constrained (also, the topology must be fully meshed). The most ad-

vanced analytical models for WDM networks seems today those based on link correlation. A

first model was proposed in Ref. [19] for fixed routing, then it was extended in Ref. [25] to

multifiber WDM networks; in Refs. [16], [26] the correlation model was applied to adaptive

routing, but again considering a limited predetermined set of routes for each node pair. All

the models mentioned so far require to (iteratively) solve a set of Erlang fixed-point equations:

constraining the routing choices is needed in order to limit the complexity of this solution. In
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conclusion, none of the theoretical approaches mentioned above is directly applicable to eval-

uate blocking probability when routing is based on OCF. In fact this new routing criterion is

unconstrained, adaptive, multifiber and takes the link length distribution into account; besides,

the presence of the high-priority static traffic further increases the complexity. Thus, the present

paper is based on heuristic considerations supported by simulation results: an analytical model,

currently under study, will be proposed in a future work in which we wish to provide theoretical

justifications to the present results.

In the next section we will compare all the routing algorithms described in this section by

simulating their performance on various case-study networks.

V. CASE-STUDY RESULTS ANALYSIS

The results we are going to present in this paper were obtained by a C++ discrete-event net-

work simulator implemented according to the network model described in the previous sections

and which has been integrated with the WDM network design tool.

Three case-study networks have been considered. The first two, namely the USA National-

Science-Foundation Network (NSFNET) and the European Optical Network (EON), shown in

Fig. 1 and Fig. 2 respectively, have been designed, optimized (minimizing the total number of

fibers) and preloaded with static traffic using the tool described in [4], assuming � � ���
wavelengths per fiber. Data regarding physical and virtual topology for these two realistic

examples were taken from [27] and [28].

The third case-study network (Fig. 3) has been created ad hoc as an example of network

having cut-sets composed of few links of similar length. Though it does not physically ex-

ists, its topology is realistic, since it corresponds to a global infrastructure composed of three

metro-area networks interconnected by a wide-area network. For this reason we named it Wide

Plus Metro Area Network (WPMNET). WPMNET has only three types of links: short (MAN

links), medium and long (WAN links). The number of short links is much higher than that of

medium and long links, since MAN networks usually have a larger connectivity. This particular

length distribution allows us to highlight the importance of introducing the cost factor ���	��

�����
in the advanced routing algorithm we have proposed in this paper. Thanks to this factor the

routing algorithm will try to avoid routes such as the one shown in Fig. 3 from S to D, which

unnecessarily overload long links and can bring to a quick congestion of critical cut-sets.
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The particular structure of WPMNET is well shown in Fig. 4, in which the probability

distribution function of the length of the links is plotted, normalizing the length to the longest

link in the network. By comparison, also the probability distribution functions of the other two

networks are reported.

We have performed three different sets of simulation experiments on the three chosen case-

study networks, in order to analyze three different aspects of the ASON scenario: (a) effects

of the protection mechanism adopted for the static connections; (b) effectiveness of the routing

algorithms; (c) effects of the type of dynamic traffic. In all the cases network blocking prob-

ability ��� has been considered as the basic performance parameter. Curves are plotted using

the average offered traffic (in Erlang) per generator ��� as x-axis variable. In simulations con-

cerning WPMNET no static traffic has been pre-loaded on the network; all the links have 5

fibers with � �	� wavelengths per fiber. Poisson traffic has been always used, except for the

experiments presented in the last subsection, and all the OXCs have been assumed to be active

independent dynamic traffic generators. Finally, all the results displayed are obtained when the

network system has reached the statistical equilibrium under constant average load.

A. Dedicated and shared protection of high-priority traffic

Fig. 5 shows the blocking probability of dynamic connections for NSFNET and EON (VWP

scenario) in the two cases of dedicated and shared path-protection of the high-priority static

connections. LLR/SPR has been used as routing algorithm.

Curves clearly show in both cases that blocking probability is higher with shared path pro-

tection. This is quite expected. The same number of static w/p pairs are supported by the

optimized networks in the dedicated and shared cases. If the number of WDM channels occu-

pied by the working lightpaths is roughly the same; protected lightpaths require far less channels

in the latter case, due to sharing of several channels by more w/p pairs. As a consequence, in

a shared-protected network far less WDM channels are available to host dynamic traffic. We

can conclude that for a network operator the shared protection strategy is beneficial to save on

initial installation costs of the network, since the total number of fibers to support a given static

demand is less than in the dedicated protection case. This saving however has the drawback of

limiting the operator ability of satisfying future lambda-service customers.

As stated above, blocking events can be caused either by shortage of WDM available channels
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or by cut-set congestion. A lower bound of blocking probability which takes only the first cause

into account is given by the following simple analytical method. The total number � of WDM

channels that are initially available (at ����� ) for dynamic traffic is a known quantity that

results from static network optimization. The total number of channels allocated to dynamic

connections at any time is obviously bounded by � . All the � network nodes are identical

traffic generators that are demanding connections randomly selecting destinations between all

the other nodes. In the ideal case we can assume that all these connections are routed on

the shortest path between source and destination in order to occupy the minimum possible

amount of resources. The average accepted traffic per node is �	� , which is related to ��
 by:

� ��� 
���������� � 
 . Given this scenario, the minimum possible number of WDM channels

allocated to dynamic lightpaths having a certain node as source is �	������ , where we recall that

�� is the average shortest path (in number of hops) of the network. After simple math we can

finally write

��������� �
� � ��
!���� (3)

In Fig. 5 the curves derived form Eq. 3 have been plotted for the two networks in the two

dedicated and shared cases. By comparing these curves with those obtained by the simulation

we can conclude that cut-set congestion is a strong cause of blocking in networks pre-loaded

with static traffic.

After the comparison presented in this subsection, only dedicated path-protection will be

considered for static traffic for the rest of the paper.

B. Routing algorithm comparison

Fig. 6 allows to compare the performance of the various routing algorithms considered in the

paper and for the three case-study networks, in both WP and VWP wavelength-conversion sce-

nario. As expected from the lower-bound analysis reported above, the worse routing algorithm

is SPR, since it is not effective in avoiding congestion. LLR alone is a little better performing,

while fair improvements are obtained when the two algorithms are combined together, giving

LLR a higher priority. The better behavior of LLR compared to SPR with dynamic traffic is

well known [5], [6], [16], [20] 3. Some papers [16], [26] proposed the combined LLR/SPR"
Ref. [26] is an exception, showing that SPR is better than LLR. This is probably due to the fact that routes are constrained

to the shortest-path length + one hop.
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algorithm (or similar versions) showing their advantages.

The new algorithm we proposed, based on OCF increment minimization is the best perform-

ing algorithm, especially when the cost associated to the link length probability density function
���������

is taken into account.

We have further analyzed this latter aspect by comparing the blocking probabilities obtained

by applying the OCF based routing algorithm without and with taking the cost factor associated

to
���	�����

into account. The ratios displayed in Fig. 7 measures the penalty that must be paid

in terms of blocking probability when the distribution of the link lengths is not considered in

routing. As expected, this penalty gets worse for networks which contain cut-sets composed

of few links of similar length, while is less severe for networks that have a rather uniform link

length distribution (e.g. the NSFNET).

Another interesting aspect we wished to better understand is the relation between the oc-

cupancy cost function 
 ���
� and the blocking probability when the algorithm based on OFC is

adopted for routing. Fig. 8 compares ��� and 
 ������� evaluated at a time
���

in which the network

is in equilibrium. The graph clearly shows that, even if OFC assumes a completely different set

of values, its dependence on ��� is very similar to that of the blocking probability. ��� and 
 �������

result to be almost proportional, especially for small loads.

As a final comment we shall add that all the graphs displayed in this subsection show that

wavelength conversion is quite important for WDM dynamic traffic (while it is not so in the

static case), especially for low traffic loads, for which the presence of the converters can reduce

blocking probability of one order of magnitude.

C. Traffic type comparison

We have simulated the behavior of the NFSNET under the three types of dynamic traffic

(Bernoulli, Poisson and Pascal) described in Sec. III. All these simulations are carried out

adopting the OCF based algorithm for routing. In the case of Bernoulli and Pascal the chosen

values of the peakedness ratio VMR are 0.5 and 5 respectively.

In Fig. 9 the results of the simulations are displayed in three cases: (a) with a single active

generator; (b) with 5 active generators; (c) when all the 14 generators are active. Results with

one single active generator (which could model the real situation of a large hub node connected

to small customers) indicates that blocking probability is strongly dependent on the type of
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traffic. Most of the blocking events are probably due to the saturation of the links connected to

the active generator. With a higher number of independent generators the blocking probability

becomes more and more insensitive to the type of traffic. This behavior is probably due to the

fact that the network links aggregate uncorrelated traffic from many different sources which are

characterized by “classical” random processes such as those we employed for our simulations.

It should be observed that though the global blocking probability tends to be the same, the

dynamic behavior of a network loaded with the three types of traffic is different, even with a

large number of active generators. In fact with Bernoulli process blocking events are regularly

distributed in time, with Poisson process losses occur less regularly, while with Pascal process

there are periods in which the system accepts all the connection requests and some others in

which loss is very high (further results regarding this aspect are not reported here for brevity).

VI. CONCLUSIONS

We have considered the future scenario of WDM networks designed and optimized for static

traffic and then employed to provide lambda-connection service on demand. This leads dynamic

low-priority optical connections to co-exist together with static high-priority connections on the

same optical network. This paper simulates and compares the performance of several well-

known algorithms for dynamic lightpath routing in such a network environment. We have pro-

posed and tested an advanced routing algorithm able to reduce blocking of future connections

in different ways. By means of dynamic traffic simulations we have shown the performance im-

provement of the advanced routing algorithm compared to other well-known classical solutions.

Our study also includes an evaluation of the behavior of WDM networks under non-Poissonian

traffic type, as well as a comparison between cases in which high-priority static connections are

protected by shared and dedicated WDM path-protection, respectively.
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Figure 1. European Optical Network (EON).
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Figure 2. National Science Foundation Network (NSFNET).
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Figure 3. Wide Plus Metro Area Network (WPMNET). S-D is an example of an undesirable route.
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Figure 5. Blocking probability of dynamic connections in NSFNET and EON in the two cases of dedicated and
shared path-protection of the static traffic. Lower-bound curves are also plotted



Figures 28

10-2

10-1

100

0 20 40 60 80 100

NSFNET , W=32 , VWP

LLR/SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load,  Ao

10-2

10-1

100

0 20 40 60 80 100

NSFNET , W=32 , WP

LLR/SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load, Ao

10-4

10-3

10-2

10-1

100

0 20 40 60 80 100

EON , W=32 , VWP

LLR-SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load, Ao

10-4

10-3

10-2

10-1

100

0 20 40 60 80 100

EON , W=32 , WP

LLR/SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load, Ao

10-4

10-3

10-2

10-1

100

0 20 40 60 80 100

WPMNET , F=5 , W=5 , VWP

LLR/SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load, Ao

10-4

10-3

10-2

10-1

100

0 10 20 30 40 50

WPMNET , F=5 , W=5 , WP

LLR/SPR

SPR

OCF without f(d
j
)

OCF with f(d
j
)

LLR

B
lo

ck
in

g 
pr

ob
ab

ili
ty

,
p

Offered load, Ao

(a) (b)
Figure 6. Blocking probability of NSFNET, EON and WPMNET for different routing algorithms, with (a) and

without (b) wavelength conversion capability.
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Figure 7. Ratio between blocking probability evaluated not including and including the cost factor associated to���������
in the OCF-based routing algorithm.
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Figure 8. Blocking probability obtained by the OCF-based routing algorithm and values of the OCF itself as
functions of the average offered traffic.
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1, 5 and 14 active generators
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Abstract

During the second year of the project, the research unit of Politecnico di Torino focused
its research efforts in two directions:

• Impact of physical layer constraints on the Routing and Wavelength assign-
ment problem: we consider dynamically reconfigurable wavelength routed net-
works in which lightpaths carrying IP traffic are on demand established. We face
the Routing and Wavelength Assignment problem considering as constraints the
physical impairments that arise in all-optical wavelength routed networks.

• Resource Allocation in MANs: we discuss capability of optical Metros, and
introduce alternative architectural designs based on rings, which can be seen
as reconfigurable networks. Reconfiguration algorithms are devised as well, to
adapt network configuration to traffic demands to optimize performance.

As regards the first item, belonging to the second workpackage of this project, we
face the Routing and Wavelength Assignment problem considering as constraints the
physical impairments that arise in all-optical wavelength routed networks. In particular,
we study the impact of the physical layer when establishing a lightpath in transparent
optical network. Because no signal transformation and regeneration at intermediate
nodes occurs, noise and signal distortions due to non-ideal transmission devices are
accumulated along the physical path, and they degrade the quality of the received sig-
nal. We propose a simple yet accurate model for the physical layer which consider
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both static and dynamic impairments, i.e., nonlinear effects depending on the actual
wavelength/lightpath allocation. We then propose a novel algorithm to solve the RWA
problem that explicitly considers the physical impairments.

Simulation results show the effectiveness of our approach. Indeed, when the trans-
mission impairments come into play, an accurate selection of paths and wavelengths
which is driven by physical consideration is mandatory. See [5] for more details.

For what regards instead the second item, belonging to the first and second project
workpackages, we investigated two aspects on MAN. The first one presents RingO, a
WDM, ring-based, optical packet network suitable for a high-capacity Metro environ-
ment. We present three alternative architectural designs, and elaborate on the effective-
ness of optical with respect to electronic technologies, trying to identify an optimal mix
of the two technologies. We present the design and prototyping of a simple but efficient
access control protocol, based upon the equivalence of the proposed network architec-
ture with input-buffering packet switches. We discuss the problem of node allocation to
WDM channels, which can be viewed as a particular optical network design problem.
We finally briefly illustrate the fault protection properties of the RingO architecture.
See [3] for more details.

The second work build upon the previous one, and it is motivated by the idea that
slow tunable receivers in addition to fast tunable transmitters are suitable for packet
WDM metro networks and are a fundamental asset that permit to follow long term
traffic variations while preserving low network complexity. Indeed, receivers do not
have to react to single user needs but to their aggregate demands. As a consequence,
since groomed demands change slowly, slow tunability is enough to pursue this goal.
The increased cost is marginal with respect to traditional fixed devices.

For a specific WDM packet ring Metro network, we discuss reconfiguration schema
that permit to re-allocate receivers to wavelengths according to long term variations
in the traffic pattern. The propose reconfiguration schema address the reconfiguration
problem with two different measurements approaches. While the incoming traffic mea-
surement one uses a complex but more accurate measurement mechanism (at the cost
of requiring periodic signaling messages), the in-transit measurement approach imple-
ments a simpler scheme that, however, may become unreliable under highly loaded
conditions. In this second scenario, we show that it is wise to run simpler algorithms
that try to improve network performance by a trial and error procedure rather than using
an optimization approach that implies a complete redefinition of receiver allocation.

The proposed algorithms show good ability in tracking traffic variations by re-
ceiver reconfigurations, accurately balancing performance and reconfiguration costs.
As expected, distributed measurement schema perform better than in-transit one, even
if the difference is significant only in overloaded conditions. While results were pre-
sented only in a specific dynamic traffic setup, they are well representing general trends.
see [4] for more details.

Most of the results presented in this project were obtained by the means of computer
simulations. To this purpose, a high-performance cluster of Personal Computer was
built, and configured using LINUX as Operating System.

Several software tools have also been produced, some for internal usage, but some
is made available to the research community. In particular, the tool developed to as-
sess the performance of several RWA algorithms in case of physical impairments is



available on request. This tool has been called DOTDM - WDM/OTDM Dynamic
Simulator. It allows the user to test the blocking probability on a given network topol-
ogy, and for a given traffic pattern. OTDM SuperLightpath and traditional lightpath
are supported. Confidence level and accuracy of results are tested by the means of
statistical techniques to guarantee the user the accuracy of the results.

Several master and PhD students were involved in the project, and presentation of
the results have been given to both public conferences and workshops and to people
working in research centers that hosted people involved in this project. In particular,
Ing. Chiara Piglione, who is following her 3rd year of PhD course, was visiting the
Department of Electrical Engineering, Arizona State University (ASU), Tempe, AZ,
under the supervision of Prof. Martin Reisslein and collaborated with them for eight
months on topics related to this project. Similarly, Prof. Neri visited Cisco Systems,
San Jose (CA), while Prof. Emilio Leonardi visited the Sprint Labs at Burlingame
(CA) during summer 2003.

In the next references section, we report all the publications that are related to this
project. Items in boldface are publications generated at Politecnico di Torino in the
second year of the Adonis project.
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Measurement Based Reconfiguration
in Optical Ring Metro Networks
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Dipartimento di Elettronica, Politecnico di Torino

Cso. Duca degli Abruzzi, 24 10138
Email: lastname@mail.tlc.polito.it

Abstract— Single-hop WDM optical ring networks
operating in packet mode are one of the most promis-
ing architectures for the design of innovative Metro
(Metropolitan network) architectures. They permit a cost-
effective design, with a good combination of optical and
electronic technologies, while supporting features like
restoration and reconfiguration that are essential in any
Metro scenario. In this article, we address the tunability
requirements that lead to an effective resource usage
and permit reconfiguration in optical WDM Metros. We
introduce reconfiguration algorithms that, on the basis of
traffic measurements, adapt the network configuration to
traffic demands to optimize performance. Using a specific
network architecture as a reference case, the paper aims
at the broader goal of showing which are the advantages
fostered by innovative network designs exploiting the
features of optical technologies.

Keywords: all-optical networks, WDM packet rings,
logical topology design, dynamic network configuration

I. INTRODUCTION

As Internet usage continues its growth, carriers con-
tinue to see a steady increase of packet data traffic
in their Metros. Today’s network solutions are mostly
based on circuit-switched SONET/SDH rings that are
not efficient in carrying data traffic, due to their inherent
asymmetry, and bursty and self-similar behavior. Several
evolutions of legacy SONET/SDH to packet-switched
technologies are currently being proposed. For example,
the IEEE 802.17 RPR (Resilient Packet Ring) standard
aims at solving problems from which SONET/SDH
networks suffer in supporting packet data by optimizing
bandwidth sharing. However, as higher rates need to
be supported, both SONET/SDH and RPR node costs
increase, since all incoming/outgoing and in-transit traf-
fic needs always to be processed electronically. Similar
scaling problems arise in Metro infrastructures based
upon switched Gigabit Ethernet, with additional concerns
related to fair resource allocation and QoS control. Ba-
sically, in current solutions network scalability is limited

because nodes must switch/process the full network
bandwidth.

Due to advances in optical technology [1], new packet-
switched networks can be devised that can sustain cost-
effectively larger bandwidths. Metros seem to be one
of the best arenas for an early penetration of these
technologies. On the one hand, high capacity require-
ments can be satisfied by exploiting fiber bandwidth by
means of Wavelength Division Multiplexing (WDM),
without requiring node interfaces to access and elec-
tronically process the full network bandwidth. On the
other hand, packet traffic can be handled by temporally
sharing WDM channels, either by dynamically setting
up lightpaths between nodes willing to communicate,
or by exploiting statistical packet multiplexing in static
channels.

In this context, single-hop optical ring networks
operating in packet mode are considered a promising
architecture for future Metros [2]–[7]. The ring topology
has been extensively proposed in the literature because
of its simplicity and since it easily satisfies restoration
requirements. Besides, the single-hop approach avoids
complex switching in the optical domain and thus per-
mits a cost-effective balance of optics and electronics. In
these networks, nodes are equipped with few (typically
one) transceivers, and each transceiver operates at the
data rate of a single WDM channel. Paths between
nodes are created by dynamically sharing on a packet-
by-packet basis WDM channels, without requiring nodes
to process the full network bandwidth. However, tun-
ability at transceivers is required to exploit the fiber
bandwidth by temporally allocating all-optical single-
hop bandwidth between nodes in all available channels.

Due to the cost of tunability at transceivers, media
access protocols that require packet-by-packet tunability
only at one end of the all-optical path (i.e., either only
at the transmitter, or only at the receiver) have been
studied to save the cost of the still quite expensive
tunable devices. Usually these protocols assume a fastly
tunable transmitter and a fixed receiver, permanently
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tuned to a WDM channel [8], [9]. When a node needs
to send a packet, it simply tunes its transmitter to
the receiver’s destination wavelength. This implies that
transmitter tuning times must be negligible with respect
to the packet duration to obtain a good efficiency. Simple
distributed access protocols can be designed for these
tunable-transmitter/fixed-receiver architectures.

If the number of nodes is larger than the number of
WDM channels, a decision problem arises concerning
the allocation of the different receivers to WDM channels
to equalize the traffic among the available channels. If
fixed receivers are considered, any allocation is perma-
nent and cannot be updated in response to long-term
changes in the traffic pattern, which are typical in Met-
ros. Therefore, it may be worthwhile to re-allocate, i.e.
tune to different wavelengths, receivers, to dynamically
keep the network in an optimal operation point. One
elegant way of achieving this result is to introduce slow
(hence cheap) tunability in receivers. This tunability does
not need to be fast, since it must not track packet-
by-packet variations, but longer-term variations of the
traffic pattern. Low-cost devices available today (e.g.,
mechanical or thermo-optic filters) can be suitable to
implement this slow receiver tunability feature.

If slow tunability is present at receivers, the impact
of reconfiguring network receivers must be taken into
proper account [10] when solving the problem of allo-
cating receivers to match traffic conditions. In fact, re-
tuning a receiver implies introducing a period of service
disruption during which nodes cannot transmit to that
receiver. As a consequence, the reconfiguration must not
only bring the network to an optimal operation point, but
also minimize service disruption.

The scope of this work is to introduce reconfiguration
algorithms in a single-hop optical ring network with slow
receiver reconfiguration capabilities. Although a similar
problem has been studied in [10], our work looks at
defining proper reconfiguration algorithms relying on
traffic measurements to detect the traffic pattern, which
is not assumed to be known. The main contribution is
the introduction of reconfiguration schema which aim at
keeping the network at an optimal operation point with
minimum service disruption.

We would like to remark that the issue addressed in
the paper has an interest beyond the application to the
specific considered Metro architecture. Indeed, the rate
at which network resources should be reallocated (which
often translates into the speed at which transceivers and
switches must tune in optical networks) cannot keep up
with the continuous reduction of packet durations with
increasing line rates. Packet-by-packet control and re-
tuning introduces strong technological challenges, and

consequently high costs, which may not be strictly
necessary to provide acceptable levels of quality of
service to users. Indeed, service requirements do not
scale with transmission speeds and packet durations, and
most network control dynamics need to be matched to
service requirements instead of to optical transmission
rates.

The paper is organized as follows. In Sec. II we
describe the considered network architecture and the
system model, providing motivations for the importance
of network reconfigurability, i.e., adaptability to long
term traffic fluctuations. The problem is formalized in
terms of Mixed Integer Linear Programming (MILP) in
Sec. III. In Sec. IV we introduce the basic reconfigura-
tion mechanisms, assuming two different measurement
schema, named incoming and in-transit traffic measure-
ments. Next, in Sec. V we discuss simulation results to
assess the properties of the proposed algorithms. Finally,
we draw some conclusions in Sec. VI.

II. SYSTEM MODEL

We consider a specific WDM optical packet network,
physically made of two counter-rotating rings. This ar-
chitecture was proposed and is currently being studied
and prototyped in the framework of the Italian national
project called WONDER [11]. Each ring comprises �
nodes and conveys � wavelengths. The network is
assumed to be synchronous and time-slotted. During
a time slot, at most one packet can be transmitted in
one of the � available slots, one for each wavelength
channel. Rings are used in a peculiar way: one ring is
used for transmission only while the other one is used
for reception only. To provide connectivity between the
two rings, a folding point is needed, where transmis-
sion wavelengths are switched to the reception path, as
sketched in Fig. 1. Transmitted packets travel towards the
folding point in a first ring traversal, are switched to the
reception path, and then received during a second ring
traversal. If each node can become the folding point (i.e.,
if each node has a switching capability) then the network
preserves the interesting restoration property of rings, as
described in [12]. Although this architecture does not
exploit wavelength spatial reuse, it avoids transmission
impairments (e.g., noise recirculation) typical of ring
topologies, while guaranteeing that all the network traffic
accepted prior to the fault can be supported also after
restoration (note that this may not be the case in ring
networks with spatial reuse).

Nodes are equipped with a fastly tunable transmitter
and exploit WDM to partition the traffic directed to dis-
joint subsets of destination nodes, each subset compris-
ing the destinations whose receivers are currently tuned
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Fig. 1. Logical network model

to the same wavelength. Nodes tune their transmitters
to the receiver’s destination wavelength, and establish a
temporary single-hop connection lasting one time slot.
Sharing of wavelength channels is therefore achieved
according to a statistical Time Division Multiple Ac-
cess (TDMA) scheme. Access decisions are based on a
channel inspection capability (similar to the carrier sense
functionality in Ethernet – see [12]), by which nodes
know which wavelengths were not used by upstream
nodes in each time slot. Priority is given to in-transit
traffic, i.e. a multi-channel empty-slot protocol is used.

While fast tunability at transmitters is required to
provide full connectivity between nodes, slow tunability
at receivers is needed to follow traffic changes in time,
since nodes’ receivers may have to be re-tuned to balance
the offered load among the available WDM channels.
As an example, a configuration where

(*),+
nodes are

tuned on each of the
+

available wavelength channels
is optimal for uniform traffic distribution, since the load
on all available channels is equalized, but it may be
highly inefficient for a different traffic distribution, as
for example in presence of heavy-traffic servers. Thus,
if the traffic distribution is unknown or time-variable,
the slow tunability becomes a must to allow a dynamic
network configuration to be obtained.

We consider that a fastly tunable transmitter is capa-
ble of re-tuning itself in negligible time between two
consecutive time slots, while a slowly tunable receiver is
characterized by a tuning latency - .

Fast tunability is not assumed at the receiver to limit
both network costs and reconfiguration algorithm com-
plexity. Due to the receiver tuning latency, all nodes will-
ing to transmit to receivers that are currently involved in

a re-tuning process must refrain from transmission for a
period of time at least equal to the tuning latency - . This
is to avoid packet losses, since retransmission costs may
be very high in networks with large delay . bandwidth
products.

We focus in this paper on the control of slowly tun-
able devices, to adapt network configuration to slowly-
varying traffic distributions. The reconfiguration mecha-
nism proposed is conceptually centralized, i.e., it runs in
a given master node which is responsible for reconfigura-
tion decisions as well as for collecting information used
to drive the reconfiguration process. The master node
collects information on the network status, as channel
loads and node transmission needs, by proper traffic
measurements described later in more details. If the
new network status requires or suggests that receivers
reconfiguration may be useful, a proper reconfiguration
algorithm is run and a new network configuration, i.e.,
a new assignment of receivers to wavelengths, is com-
puted. The master node broadcasts signaling messages
containing the new configuration to the other, slave,
nodes. To account in a simple way for the propagation
time of signaling messages, we assume the worst case
situation, in which a receiver becomes unavailable due
to a re-tuning for twice the RTT (ring Round Trip
Time, equal to one ring traversal latency) to allow for
signaling messages propagation, plus the tuning latency
to allow the slowly tunable device to tune to the proper
wavelength. More precisely, the reconfiguration process
goes through three steps: first the master disables all
transmissions towards nodes that must be reconfigured;
after two RTTs (to permit to in-flight packets to reach
the receiver after traversing the transmission and the
reception paths), nodes re-tune their receivers, and fi-
nally, after the tuning latency, transmissions towards
destinations involved in the reconfiguration process are
re-enabled. Note that, under light load conditions, these
periods of receiver unavailability only affect transmission
delays, while under high load conditions they may also
cause buffer overflows and packet losses due to network
capacity reductions.

In Sec. IV, we define both the measurement techniques
adopted to monitor network status, and the algorithms
used to determine first the need of reconfiguration and
then the new network configuration.

III. PROBLEM FORMULATION

In this section we formally model the reconfiguration
problem. We focus on a given, measured, traffic pattern,
and formalize the problem of finding an optimal network
configuration, i.e. an optimal allocation of receivers
to wavelengths. The optimality is related to network



4

performance: thus, balancing the traffic load on the
available wavelengths by properly assigning receivers to
wavelengths is an obvious optimization goal. However,
it is important to observe that reconfiguration decisions
must take into account not only traffic balance among
WDM channels but also service disruption due to tem-
porary receiver unavailability. Whereas traffic balance
depends on the aggregate traffic of each receiver and
on the assignment of receivers to wavelengths, service
disruption is related to network RTT and to receiver
tuning latency. The algorithms used to determine whether
a reconfiguration is needed or not should carefully con-
sider these two aspects.

We will formalize the reconfiguration problem via a
two-objectives problem, taking care first of wavelength’s
loads and then of re-configuration costs. Indeed, if we
assume that the traffic pattern is fully known, i.e. we
assume to known also the newly detected traffic pattern
duration, we could compute exactly the benefit of each
network configuration in terms of bandwidth utilization,
taking into account both the bandwidth gain due to the
new receiver configuration and the bandwidth loss due
to RTTs and tuning latencies. This would lead to an
optimization problem with a single objective function
that considers overall network bandwidth only. However,
this is clearly not possible in practice; moreover, some-
times it can be interesting to study the problem with
cost functions induced by management issues, and not
directly related to performance. For these reasons, we
keep costs and loads as two separate objectives, rather
than merging them in a linear combination and moving
to a scalar problem.

The output of the measurement process is stored on the
traffic matrix ����� ���	��
 , where ���	� is the traffic rate from
node 
 to node � normalized to the channel bandwidth,
and �������������� ���	� the aggregate receiver bandwidth of
node � .

The cost of tuning receiver � to wavelength � is
denoted by � ��� while the cost of a network reconfig-
uration is the sum of the costs of all re-tuned receivers.
This cost can refer to the total number of receivers to
be re-tuned, or to the amount of bandwidth lost, or
to other different metrics. Although the reconfiguration
algorithms we present can be adapted to different cost
definitions, in the remainder of the paper we define the
reconfiguration cost as:

� ��� �
�� 

iff node � is currently on wavelength �!
otherwise

The MILP problem formulation is obtained by intro-
ducing a set of control variables " ��� that consider the

potential allocation of the receivers after the reconfigu-
ration:

" ��� �
� !

iff node � will receive on wavelength � 
otherwise

Thus, the mathematical model of the problem be-
comes:

Minimize � #%$'&�(*)+�,��-��� �/.�0��� � ��� " ��� 
 (1)

subject to the following constraints:

#1$'&�(324#657�98:� �;
�-��� � � " ��� < �>= !@? � ?4A

(2)

.;
�0��� " ��� �

! < �*= !B? � ?DC
(3)

Eq. (2) guarantees that no wavelength has a load #E57�98
larger than # $'&�( , while Eq. (3) ensures that each receiver
is allocated only to one wavelength, since nodes are
equipped with a single receiver. The problem is solved in
a lexicographic fashion, i.e, finding out first the minimum# $'&�( for the current traffic pattern, and then looking for
the least disruptive allocation of receivers that equals# $'&�( . In particular, the problem of finding a well-
balanced allocation of receivers to wavelength channels
is equivalent to the well-known problem of scheduling
jobs on identical parallel machines [13], where receiver’s
aggregate traffic �F� represents job’s duration, and wave-
lengths represent machines. This is an NP-hard problem;
hence, our problem, being a generalization, is also NP-
hard.

IV. THE RECONFIGURATION MECHANISM

In this section, we describe heuristic approaches to
solve the reconfiguration problem. We classify reconfig-
uration mechanisms on the basis of the traffic measure-
ment approach used to collect information on network
status. Two different approaches are defined to collect
measured data:G in-transit traffic measurement scheme: the master

node observes the amount of traffic transmitted on
all WDM channelsG incoming traffic measurement scheme: all nodes
measure the amount of data arriving for transmis-
sion to the Metro, and send this information to the
master node

The first scheme is simpler to implement and requires
less signaling. However, only the traffic that was able
to access the network can be observed and measured;
thus, no overload situation can be measured. In the
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second one, the real traffic offered to the network can
be detected, thereby leading to a more reliable estimate
of the traffic pattern, at the price of signaling overhead to
convey this information to the master node. In particular,
the estimate is accurate also in overloaded conditions.

Since reconfiguration mechanism are triggered by
measurements, a key point is the estimation of the
current traffic pattern. We assume long-term variations
of the traffic with respect to packet dynamics; thus,
measurements can be done periodically over a mea-
surement window long enough to estimate steady-state
traffic conditions. If traffic measurements are done by
each node considering incoming traffic addressed to the
Metro, then a straightforward mean of the measured sam-
ples is accurate enough to characterize traffic conditions,
provided that the measurements window size is properly
set. However, if measurements are done looking at in-
transit traffic, then measured samples can be affected by
transient phenomena. In fact, nodes could buffer packets
either if the network configuration is not matched to the
traffic pattern (i.e., prior to reconfiguration) or if a node
is re-tuning. As a consequence, after network reconfig-
uration, the traffic sent on the network represents not
only current incoming traffic conditions but also transient
ones. Therefore, an exponentially weighted mean is used
to mitigate the effect of transient measured values. More
details on the measurement process are provided later.

A. Incoming Traffic Measurement Scheme: the 3-step
algorithm

In this scheme, nodes measure the traffic groomed
from the local area, and willing to travel over the Metro.
Each node estimates one row of the traffic matrix � ,
which is communicated to the master node to keep an
updated estimation of the whole traffic matrix. The esti-
mation is done periodically over a measurement window
of duration ��� .

The reconfiguration scheme we propose for this case
is named 3-step algorithm; it aims at a full network re-
configuration at the end of each measurement window. In
the first step, named LB (Load Balancing), the problem
of balancing receiver loads is solved without accounting
for service disruption. Once a solution has been found,
Step 2, named WA (Wavelength Assignment), and Step
3, named RS (Receiver Swapping), try to improve the
LB solution by jointly keeping channels balanced and
avoiding unnecessary reconfigurations.

1) LB: Load Balancing: As previously stated, the
problem of finding a well-balanced allocation of re-
ceivers to wavelength channels can be mapped to the
problem of scheduling jobs on identical parallel ma-
chines [13]. Although the problem falls in the class of

NP-hard problems, approximation algorithms do exist
which limit the distance from the optimal solution. The
Longest Processing Time (LPT) algorithm is one of
these, which guarantees that any solution is at most �����
greater that the optimal one [14], thus providing a upper
bound on the distance of our algorithm from the optimal
solution.

LPT works on 	 bins, representing wavelengths to
which receivers must be allocated. Receiver aggregate
bandwidths, obtained by matrix � , are loaded in initially
empty bins following these steps:

1 Sort nodes by decreasing 
���
���������
�������
�� .
2 Allocate largest 
 � to least loaded bin.
3 If unassigned receivers do exist, go to 2.
The LPT algorithm is run each time a new traffic

matrix is detected at the master node, to find out if a new
configuration is needed. Whether to schedule or not a
reconfiguration depends on how much the new allocation
improves network performance. A threshold is defined
to decide whether it is worthwhile to reconfigure the
network by comparing the old and the new allocation:
the threshold is applied to ���� �"!$#&%('*) ��
�+ )-,/.�. , the max-
imum overall traffic that can be handled by the network.
Once LB has found a solution that improves over the
previous one more than the threshold, the next step is
to associate each of the loaded bins with wavelengths to
minimize the number of nodes that must be reconfigured.

2) WA: Wavelength Assignment: The next step is to
associate the bins filled by LB with a proper wavelength,
so as to minimize the number of nodes that should re-
tune their receiver. The wavelength assignment problem
can be seen as a bipartite matching problem [15]. A
bipartite graph has two sets of nodes: edges may not
connect nodes in the same set. A matching is a subset
of edges with the constraint that at most one edge in the
matching can be connected to each node. If a weight is
associated to each edge, the weight of a matching is the
sum of the weights associated with the selected edges.
A matching with weight 021 has maximum weight if no
other matching exist with weight larger than 031 .

In Fig. 2, numbers close to left nodes represent the
receivers that must be allocated to the corresponding
bin while numbers close to right nodes represent the
receivers currently allocated to the corresponding wave-
length. Each edge from bin 4 to wavelength � has a
weight 065 � equal to the number of allocated receivers
on bin 4 currently tuned to wavelength � . By running
a Maximum Weight Matching (MWM) algorithm, we
obtain the wavelength assignment that minimizes the
number of nodes involved in the reconfiguration, thus
minimizing the cost function. As a result, we minimize
the number of reconfiguration required to obtain the load
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balancing on wavelength channels as determined by LB
in the previous step.
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Fig. 2. Bipartite graph for Wavelength Assignment

3) RS: Receiver Swapping: Even if WA tries to
minimize the number of receiver reconfiguration, there
may exist some un-needed reconfigurations. To under-
stand why, let’s assume that two receivers, � and � ,
are similarly or equally loaded. Since no notion of
previous wavelength allocation is used when determining
bin assignments via LB, and since WA cannot modify
receiver allocations to bins, it may happen that receivers
� and � are assigned to wavelengths in such a way
that both need a reconfiguration, whereas it would be
possible, by exchanging their bin assignment, to avoid
their reconfiguration. Thus, RS is a simple local search
algorithm that swaps almost equally loaded receivers to
avoid unnecessary reconfigurations.

The outcome of the 3-step algorithm is a new configu-
ration with better load balancing properties than the pre-
vious one, and with low service disruption. Although the
proposed heuristic may not lead to the optimal solution
with minimum service disruption, it clearly eliminates
unwanted reconfigurations that otherwise would cause
larger blackout periods.

B. In-transit Traffic Measurement Scheme: the First-Fit
algorithm

Instead of measuring incoming traffic at each node,
the in-transit measurement approach for traffic estimation
measures in-band traffic. One way of implementing this
scheme is to equip the master node with a receiver on
each wavelength, so that measurements can be central-
ized in this node, thereby eliminating the exchange of
signaling messages at the cost of increased hardware
complexity. However, under high load conditions, mea-
surements may not estimate accurately the traffic matrix.
Indeed, the master is not able to observe all arrived
traffic, due to contentions among nodes willing to access
an overloaded channel.

When this scheme is adopted, measurements are ex-
ponentially weighted to smooth transient values that do
not represent steady-state conditions. As a consequence,

the master node divides the measurement window of
duration ��� in � sub-windows, each one weighted by��� . If 	�
 � is the mean value of bandwidth directed to
receiver � in the � -th sub-window, the resulting aggregate
traffic bandwidth on this receiver is computed as:


 
��
�������� 	�
 ������ ������ ��� (4)

where ��� ���
���

, � being the slow receiver tuning la-
tency, since larger tuning latencies imply longer transient
periods.

If there is no congestion on channels, the 3-step
algorithm described in Sec. IV-A could be used since
the traffic matrix can be correctly estimated. However, if
congestion is present, the algorithm frequently exhibits
convergence problems due to uncertainties in the esti-
mation of the measured bandwidth. Moreover, running
a fairly complex algorithm when the measured data
are potentially affected by errors may not be the best
solution.

As a consequence, we propose a simpler algorithm
that aims at considering both load balancing and service
disruption simultaneously. Instead of taking full reconfig-
uration decisions at once, we try to improve the network
configuration by successive, partial modifications, each
modification being possibly triggered at the end of each
measurement window. Although this approach may not
lead to the optimal solutions, it reconfigures the network
in a conservative way, so as to see how the new config-
uration accommodates traffic, later considering another
partial reconfiguration that takes into account the effect
of the previous modification.

1) First-Fit Algorithm: The key idea of the FF (First-
Fit) algorithm, which is an extension of the algorithm
presented in [16], is to schedule only partial reconfigu-
rations that improve traffic balance among channels. In
fact, each partial reconfiguration aims at re-tuning the
least loaded receiver from the most loaded wavelength�

to the least loaded one 	 . While it is straightforward
to find out 	 ,

�
cannot be easily determined if there

is congestion in more than one channel. Indeed, it is
difficult to distinguish a channel close to congestion
from one strongly congested since both would look alike
considering in-transit measurements (i.e., both measured
loads are approximately equal to 1). Thus, there is risk
that a node is re-tuned from a channel not congested
(but close to congestion) to the least loaded channel
without any overall improvement. In fact, if the channel
was not suffering congestion, the performance in the next
measurement window is not improved. The FF algorithm
exploits this idea to keep track of the channels that are
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actually not congested. For this purpose, a list � of
potentially congested channels is used; while � is picked
up among all channels, � is selected from the list � . To
evaluate the performance improvement of a previously
scheduled reconfiguration, we look at the mean measured
channel load defined as:

������
	�
��� �������
�

Every time a reconfiguration has to be done, we
save the current mean load as

��������
and the values of

wavelengths � and � . After a measurement window,
we evaluate the new mean channel load as

���� �"!
from

the in-transit measurements. If
��#�$�"!

is greater than
��������

,
then the previous reconfiguration helped; otherwise, an
un-needed re-tuning was done and channels � and �
must be removed from the list � , since we know that
they are not congested channels.

More formally, the FF algorithm runs through the
following steps:

1 Evaluate
��#�$�"!

2 If
��� �$ �% !'& ��� �� � � �

, goto 4
3 Update � � �)(+*,�.-/�10
4 Find �2� � �

: � �43$5/68793 :�,; < �������
�2� � �

: � �=3$5/6>79?A@�/BC�,B 	
�������

5 Select smallest D%E on wavelength � such that :��� � ��FHGI&H��� � �JF D E
6 If D E does exist then:

re-tune node K to wavelength � and
��������L� ����$�%!

;
else,

��������M�=N
and � � *+O$-QPQPQP,- � 0

Initially, the list � contains all channels; if, after
step 3, the list becomes empty, then the list is replen-
ished. Once � and � have been selected after step 4,
we still need to find out the smallest D E in � that does
not load � beyond the current load on � ; otherwise,
we are increasing traffic unbalance. When comparing the
current maximum load

�2� � �
with the possible load on

� , a small value
G

is used to account for inaccuracies
in the estimation of channel loads. Finally, a re-tuning is
scheduled at step 6 if there exists a D E that satisfies the
previous described condition; otherwise, the algorithm
parameters are re-set to the initial values.

V. RESULTS AND ANALYSIS

In this section we present performance results obtained
by simulation when considering a network with

� �4R
wavelengths and a total of S � O
T nodes, where the
distance between two adjacent nodes is about 27 km,
i.e., 90 U s; thus, the ring RTT is 1.45ms. Slots last 1 U s,

corresponding to a packet size of about 1250 bytes at 10
Gbit/s. The slowly tunable receiver has a tuning latencyV � O N ms. Nodes adopt a VOQ (Virtual Output Queuing)
architecture to avoid HoL (Head of the Line) blocking
of packets waiting for access; thus, each node keeps a
separate FIFO queue for each destination node, with a
queue size of 32000, fixed size, packets.

The duration of the measurement window is set toWYX � Z$N
ms. In the case of incoming traffic mea-

surements, the threshold to determine whether the new
allocation is worth the reconfiguration cost is set to 5%
of the previous allocation. For the in-transit traffic case,
each measurement window is divided in [ �8Z

intervals,
exponentially smoothed as previously described.

We look at transient scenarios, i.e., algorithm be-
haviors when the traffic pattern changes, according to
a predefined scheduling, from an initial traffic pattern
to a final one. We assume a linear transition from the
initial traffic pattern to the final one, i.e., the transition
occurs in a given number \ of subsequent steps of
uniform duration

W�]
. At a given step, the intermediate

traffic matrix (representing the current traffic pattern) is
obtained from a linear combination of the initial traffic
matrix and the final traffic matrix, weighted by\_^_`"ab\
and `"ab\ respectively, where ` is an integer ranging from

N
to \c^dO which increases at each step. In our simulations,
we set \ � O N and

W ] � O NbN ms, i.e. 100000 slot times;
thus, the whole transition process lasts \.e W ] � O s,
starting at simulation time 1s and ending at simulation
time 2s. Although a one-second traffic variation cannot
be considered a long-term one, we use it to describe the
properties of our algorithms; moreover, it can represent a
limit case of fastly changing pattern that our algorithms
are able to cope with.

The initial traffic pattern is an uniform traffic pattern;
since the same number of nodes is initially assigned to
each wavelength, the whole capacity of the network is
equally shared by all nodes. Thus, the element D
f E , Ohg
`i-%KjgHS , of the uniform traffic matrix is given by:

D"f E �lk f �
�
S

O
Sm^HO

where
k f � represents the normalized input load. The final

traffic pattern is named ”2-server”; in this scenario, nodes
are partitioned into two separated subsets: servers n and
clients o . The two nodes belonging to n transmit at
a high rate, equal to the capacity of one wavelength
per node, with equal probability to the other Sp^)q
nodes belonging to o . The remaining network capacity is
shared by client nodes, that transmit only to the servers
with equal probability. In other words, Dif E , OrgH`i-%KjgHS ,
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is given by:

���������	��

�


� 


�

�
iff �����������������! iff �������"�#�%$&��! �'�! � iff ����$#�(������
iff ����$#�)����$

In the sequel, we analyze algorithm performance when
varying the traffic pattern according to the previously
described scheduling, starting from the initial uniform
traffic and finally leading to the 2-server traffic pattern.
In all subsequent figures, with the exception of Fig. 7,
we plot the instantaneous throughput on the left and the
normalized cumulative throughput, i.e., the total amount
of data sent normalized to the input load, on the right. In
left figures, each traffic pattern transition is highlighted
at the top of the plot by a cross point when the transition
occur.

A. Incoming traffic measurement

We first analyze the behavior when the incoming
traffic measurement scheme is considered. Several al-
gorithms are considered and compared: fixed receiver
(“Fixed RX”), theoretical, tunable receiver with LB
only (“Tun. Rx (LB)”) and tunable receiver with the
full 3-step algorithm (“Tun. Rx (3-step)”). The fixed
receiver refers to the case when no reconfiguration takes
place, with the configuration being matched to the initial
uniform traffic pattern. The theoretical case refers to
an ideal case, when the new network configuration is,
instantaneously, optimally matched to the current real
traffic pattern. This curve is not obtained by simulation;
it simply refers to the maximum achievable throughput
given the traffic matrix under consideration. Therefore,
this case does not consider buffering effects; as a con-
sequence, the curve may provide worse performance
than other algorithms in simulation situations where
buffering may temporarily increase throughput. Note
that this is not equivalent to a simulation under an
idealized scheme, i.e., where the network configuration
is immediately adapted to traffic changes without waiting
for the measurement algorithm to detect the new traffic
pattern, and both RTT and tuning latencies are neglected.
The two other cases refer to the full 3-step algorithm and
to the same algorithm when using the LB step only; in
this last case, bin � , *,+��-+/. , is directly associated to
wavelength � .

In Fig. 3(a), the instantaneous network throughput
(averaged over all wavelengths) is plotted when the
network load is 100%, i.e.,

�0��
1� * . The theoretical
curve shows that some of the intermediate traffic ma-
trices, obtained as a linear combination of the uniform

and of the 2-server scenarios, cannot be completely
scheduled, i.e., they are not admissible (the instanta-
neous throughput becomes less than 1). The case of
fixed receivers highlights the performance degradation
when traffic changes occur and the network configu-
ration becomes increasingly unsatisfactory with respect
to the current traffic pattern. When slow tunability is
present at receivers, reconfigurations are scheduled to
keep the configuration matched to traffic variations. Al-
though these reconfigurations introduce blackout periods
causing throughput falls, they put the network close to
an optimal operational point with respect to the new
traffic pattern. As shown on Fig. 3(a), reconfiguration
algorithms produce fairly different results; in particular,
the 3-step algorithm clearly outperforms the algorithm
using LB only. The performance difference between the
algorithms can be better appreciated in Fig. 3(b), where
we report the normalized cumulative throughput. The 3-
step algorithm performs best, thanks to the ability of
scheduling reconfigurations that minimize the number of
re-tuned receivers, whereas the fixed solution is clearly
unacceptable.

Coming back to Fig. 3(a), observe that only three
network reconfigurations take place at around 1.35s,
1.75s, and 2.85s. This means that even if the algo-
rithms detect all 10 traffic modifications, only three
times the reconfiguration process provides a significantly
better channel equalization than the previous configu-
ration, thus suggesting that the reconfiguration may be
worthwhile. Reconfigurations are clearly detected by the
significant instantaneous throughput drop caused by the
inability of transmitting toward receivers involved in the
reconfiguration process, and are delayed, with respect
to traffic matrix changes, roughly by one measurement
window. It is worth noticing that sometimes the through-
put of both 3-step and LB algorithm is higher than the
theoretical case; this phenomenon is due to the buffering
process at nodes. After a traffic matrix change, additional
traffic with respect to the newly generated one is offered
temporarily due to packets stored in buffers; thus, nodes
may end up transmitting more than it would be possible
with the current packet generation process alone (as it
is for the theoretical case curve). Finally, after the third
reconfiguration, traffic becomes steady according to the
2-server scenario and the network configuration becomes
optimal for both algorithms.

In Fig. 4 the same scenario is simulated with an input
load

�!�2
3� �5476
. In this case all traffic matrices are

admissible, and the buffered data during reconfiguration
time can be transmitted once the new configuration has
been set up, using the excess bandwidth available. This
phenomenon is clearly visible when the instantaneous
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Fig. 3. Instantaneous and normalized cumulative throughput with incoming traffic measurement scheme; ����� = 1
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Fig. 4. Instantaneous and normalized cumulative throughput with incoming traffic measurement scheme; � ��� = 0.9

throughput goes above the input load after each re-
configuration. In this scenario, the difference between
both algorithms are highlighted not only during the
blackout periods but also immediately afterwards. Both
slow reconfiguration algorithms allow nodes to transmit
all generated packets, as shown in Fig. 4(b): however,
the 3-step algorithm helps the network to recover faster
than LB.

B. In-transit traffic measurement

Let us focus on the in-transit measurement scheme,
plotted in Fig. 5 for the same traffic pattern described
above, with ���	��

� . Recall that in this scheme the mea-
surement information is obtained by looking at wave-
length channels only, thus being influenced by nodes’

ability to successfully access wavelength channels. We
report results for the fixed receiver scheme as a “worst-
case” reference and for two reconfiguration algorithms:
the 3-step algorithm, defined for the incoming traffic
measurement scheme, and the simpler First-Fit algorithm
described in Sec. IV-B.1. As expected, throughput per-
formance decrease as compared to the previous scheme.
Due to the large amount of buffered data, reconfiguration
instants are not as evident as in the previous case, and can
be identified by a sharp throughput increase or decrease.

Uncertainties on traffic estimates delay reconfiguration
decisions and even force wrong ones, especially in the
case of the 3-step algorithm. In fact, Fig. 5(a) shows that
this approach does not even finally set the network to its
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Fig. 5. Instantaneous and normalized cumulative throughput with in-transit measurement scheme; ����� = 1
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Fig. 6. Instantaneous and normalized cumulative throughput with in-transit traffic measurement scheme; � ��� = 0.9

optimal operational point, while the First-Fit approach
does it.

As mentioned in Sec. IV-B, full reconfiguration de-
cisions, as those taken in the 3-step algorithm, when
based on uncertain data, may be dangerous, since they
can temporally improve network throughput, but, being
not matched to real traffic could sometimes produce
more harms than benefits. In fact, as seen in Fig. 5(a),
initially both algorithms perform similarly and schedule
the same reconfigurations (i.e., re-tune only one node
at each reconfiguration). However, during the last three
pattern changes, the 3-step algorithm cannot find a well-
matched configuration since measurements on congested
wavelengths become very inaccurate. Indeed, perfor-

mance degrades to the point that it is not possible to find
the optimal operational point once the traffic pattern is
in steady state. However, it is worth to notice that the
First-Fit may not always find a better operational point
in other traffic scenarios, since it schedules partial re-
configurations only. Finally, the situation becomes really
difficult when the network is in overload only. Indeed,
Fig. 6 shows that when the network load ���	��

����� , both
schema perform well and no throughput loss is observed.

C. Effects of tuning latency

We wish to discuss the effect of tuning latency values
on network throughput. The receiver tuning latency is
a key variable, whose duration influences the hardware
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architecture, thus, network cost, as well as network
performance. In Fig. 7 we present the results of several
simulations with different receiver tuning latencies and
report the mean network throughput. The simulation
scenario is the same as above, and the instantaneous
throughput is averaged over a time window starting at 1s
of simulation time and ending at 3s of simulation time.

At a glance, the incoming traffic measurement scheme
performs better than the in-transit one. While both
approaches based on incoming traffic measurements
show a stronger throughput decrease with increasing
tuning latencies, both algorithms based on in-transit
measurements are less sensible to the tuning latency.
Indeed, the tuning latency has a dominant effect in the
incoming traffic measurement case given to the ability of
computing a reconfiguration well matched to the traffic
pattern. Conversely, in the in-transit measurement case,
the dominant effect is the difficulty in obtaining a good
network configuration, thus leading to larger throughput
losses, in a manner less dependent from tuning latencies.

VI. CONCLUSIONS

Our work was motivated by the idea that slowly
tunable receivers in addition to fastly-tunable transmit-
ters are suitable for packet WDM Metros, and are a
fundamental asset that permit to follow long-term traffic
variations while preserving low network complexity.
Indeed, receivers do not have to be reallocated to WDM
channels on a packet-by-packet basis, but only to react
to user aggregate demands. As a consequence, since
groomed demands change slowly with respect to packet
dynamic, slow tunability is enough to pursue this goal.
The increased cost due to slowly tunable devices can
be considered to be marginal with respect to traditional
fixed devices.

Likewise, it is worth to remark that several switching
and network configuration functions do not need to scale
with the packet duration, but should instead be matched
to constraints related to the quality of the offered service,
hence can act on a less stringent time scale.

For a specific WDM packet ring Metro architecture,
we discussed reconfiguration schema that permit to re-
allocate receivers to wavelengths according to long-term
variations in the traffic pattern. The proposed reconfigu-
ration schema address the reconfiguration problem with
two different measurements based approaches. While the
incoming traffic measurement uses a complex but more
accurate measurement mechanism (at the cost of re-
quiring periodic signaling messages), the in-transit mea-
surement approach implements a simpler scheme that,
however, may become unreliable under highly loaded
conditions. In this second scenario, we showed that it
is wiser to run simpler algorithms that try to improve
network performance by a trial and error procedure,
rather than using an optimization approach that implies
a complete redefinition of receiver allocation.

The proposed algorithms show good ability in tracking
traffic variations by receiver reconfigurations, accurately
balancing performance and reconfiguration costs. As
expected, incoming measurement schema perform better
than in-transit one, even if the difference is significant
only in overloaded conditions. While results were pre-
sented only in a specific dynamic traffic setup, they are
well representing general trends.

Looking beyond the details of the proposed algo-
rithms, the considered network architecture exhibits very
interesting features that well exploits optical technolo-
gies.
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Abstract— We consider dynamically reconfigurable wavelength
routed networks in which lightpaths carrying IP traffic are on
demand established.

We face the Routing and Wavelength Assignment problem
considering as constraints the physical impairments that arise
in all-optical wavelength routed networks. In particular, we
study the impact of the physical layer when establishing a
lightpath in transparent optical network. Because no signal
transformation and regeneration at intermediate nodes occurs,
noise and signal distortions due to non-ideal transmission devices
are accumulated along the physical path, and they degrade the
quality of the received signal. We propose a simple yet accurate
model for the physical layer which consider both static and
dynamic impairments, i.e., nonlinear effect that depends on the
actual wavelength/lightpath allocation. We then propose a novel
algorithm to solve the RWA problem that explicitly considers the
physical impairments.

Simulation results show the effectiveness of our approach.
Indeed, when the transmission impairments comes into play, an
accurate selection of path and wavelength which is driven by
physical consideration is mandatory. physical impairments.

I. INTRODUCTION

Wavelength Routed (WR) networks are considered the best
candidate for the short-term implementation of a high-capacity
IP infrastructure, since they permit the exploitation of the
huge fiber bandwidth, but do not require complex processing
functionalities in the optical domain.

In WR networks, remote high-capacity (electronic) routers
are connected through IP-tunnels. IP tunnels are implemented
by optical pipes called lightpaths that may extend over several
physical links. Lightpaths are routed in the optical layer
through the physical topology using a single wavelength (we
do not assume to exploit wavelength conversion); at intermedi-
ate nodes, incoming wavelengths belonging to in-transit light-
paths are switched to outgoing fibers through an optical cross-
connect that does not process in-transit information. At the IP
layer, lightpaths are seen as data-link channels through which
packets are moved from a router to another router toward their
destinations following the classic IP forwarding procedure.
Therefore, in a WR network, an IP layer topology (also called
logical topology), whose vertexes are IP routers and whose
edges are lightpaths, is overlayed to the physical topology,
made of optical fibers and optical cross-connects (OXC). If

This work was supported by the Italian Ministry for University and
Scientific Research under the ADONIS project.

the OXC node implementation requires opto/electronic conver-
sions, the technology is usually called “opaque”. Otherwise,
if switching of lightpaths is fully performed in the optical
domain, the term “transparent” is used. In this second case,
the cost of switching a lightpath is almost independent on the
transmission data-rate [1]. In this paper we consider the latter
technology, which is also the most promising one.

Lightpaths can either be semi-permanent [2], or be allocated
in on-demand fashion [3]. In the first case a static topology is
seen at the IP layer, while in the second case more adaptivity
can be gained at the cost of additional complexity both at
the optical layer and the IP layer. In this paper we consider
dynamically reconfigurable WR networks in which lightpaths
are on demand established.

In classic WR networks that support the dynamic allo-
cation of lightpaths according to user requests, the Routing
and Wavelength Assignment (RWA) problem must be faced.
Indeed, for each connection request, a route across the physical
topology must be found, and a wavelength must be selected
with the constrains that i) two (or more) lightpaths sharing the
same fiber must be identified by two (or more) different wave-
lengths (also called “wavelength integrity constraint”) and ii)
a lightpath must be identified by the same wavelength on all
the physical fibers along the path (also called “wavelength
continuity constraint”). If such a path/wavelength exists, a
point-to-point lightpath is established for the duration of the
connection. On the contrary, the connection may be blocked
given the limited number of wavelengths supported by fibers
and OXCs. The goal of the RWA is therefore to minimize the
connection blocking probability, and several algorithms have
been proposed to address this problem [4].

RWA problem is a classic problem in the context of wave-
length routed networks. However, despite several solutions
have been proposed, most of them fail to consider the impact
of the physical layer on the data transmissions. Indeed, in
the definition of the RWA problem, only the availability of a
wavelength is considered as constraint in the formulation of the
problem itself. Considering opaque networks, this is a realistic
assumption, as the optical signal is regenerated ad each node,
and transmission impairments are therefore compensated at
each node. But this is not anymore the case when transparent
optical networks are considered.

In a transparent all-optical network, because no signal trans-
formation and regeneration at intermediate nodes occurs, noise
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and signal distortions incurred due to non-ideal transmission
devices are accumulated along the physical path, and they
degrade the quality of the received signal. Noise accumu-
lation actually decreases the Optical Signal to Noise Ratio
( ������� ) increasing the corresponding Bit Error Rate ( �	�	� ).
Distortions due to fiber propagation modify the shape of the
received pulse inducing performance impairments equivalent
to a reduction of the �����
� . In this paper, besides considering
the noise accumulation, we evaluate the impact of the linear
and nonlinear fiber propagation with the purpose to obtain an
equivalent �����
� characterizing each lightpath of the con-
sidered transparent optical network. If for a certain lightpath
the �����
� is too low, the corresponding �	�	� may exceed
the maximum tolerable ����� imposed by the transmission
techniques employed. In that case the lightpath becomes not
usable and such an information must be taken into account
by the RWA algorithms. The ������� information can be also
used as soft parameter giving a weight of the goodness of the
a lightpath allowing to implement RWA algorithms based on
the choice of the lightpath with the best �����
� among all
the usable ones.

In this paper, we consider a transparent optical network,
in which lightpath requests are dynamically set-up. When
solving the RWA problem, we explicitly take into account
the physical impairments imposed by the optical layer. In
particular, for the first time to the best of our knowledge,
we consider the effect of nonlinearities which arise when
considering dynamic wavelength allocation on optical fibers.
In particular, nonlinearities strongly depend on the current
allocation of wavelength on a given fiber (and path), and
therefore on the current status of allocated lightpaths on the
top of the physical topology. This intuitively affect the RWA
problem solution of new lightpath request: the selection of a
suitable path and suitable wavelength may fail to meet the
minimum transmission requirement. But it may also affect
already established lightpaths whose transmission properties
are negatively affected by the new establishing lightpath. We
therefore propose a novel routing and wavelength assignment
algorithm (called Best-OSNR) which explicitly tries to mini-
mize the impact of physical impairments.

In the remaining of the paper, Section II describes the
physical layer model used to evaluate the transmission quality
of a lightpath, including a brief comparison with related work.
Section III focuses on the RWA algorithm adopted in this
paper whose performance results are presented in Section IV.
Finally, Section V summarize our findings.

II. PHYSICAL MODEL

In order to analyze the evolution of the electromagnetic
signals through a transparent optical network based on the
Wavelength Division Multiplexing (WDM) technique, the
wave equation for the fiber optic propagation should be solved
for every optical link. Since the optical fiber is a nonlinear
medium, the wave equation that regulates the propagation
is the so called Nonlinear Shroedinger Equation (NLSE) [5]

whose expression is:

��	���������
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where

�	���������
is the modal amplitude of the electromagnetic

field propagating in the optical fiber, � is the fiber loss
coefficient, ' ( is the dispersion coefficient,

*
is the nonlinear

coefficient, and
�

and
�

are the propagation direction and time,
respectively. Note that

�	���������
must include all the modulated

signals associated to the wavelengths in use because the non-
linear nature of the problem does not allow to solve separately
- wavelength by wavelength - the signal propagation in optical
fibers. Besides the model for the propagation of optical signals
through the fiber, the other component that must be accurately
considered is the optical amplifier, e.g., the Erbium-Doped
Fiber Amplifier (EDFA). EDFA’s are used to recover the
fiber loss introduced by the fiber spans but impair the system
performance by introducing a certain amount of noise, that is
called Amplified Spontaneous Emission (ASE) Noise. Given
the amount of gain / and the spontaneous emission factor 02143 ,
the power spectral density of noise introduced by the amplifier
is [6]:

/�57698 ��:%� � & 0;1�3 � / � $ ��<): (2)

where
<

is the Planck constant and
:

is the operation fre-
quency.

As well as the transmission components, i.e., fiber and
amplifiers, the transmitters and receivers should be modeled
in order to include in the performance analysis their effects
and potential system impairments.

The other network blocks to be modeled are the passive
components such as filters, and, in general, all the elements
performing optical network operations. For instance, the add-
drop multiplexers and the optical cross-connects.

Due to the nonlinear nature of Eq. (1), the evolution of the
optical signals along a transparent optical network should be
studied as a single complex problem. Eq. (1) should be solved
simultaneously for all the fiber links considering the boundary
conditions, i.e., transmitters and receivers, and, in general,
network nodes. Furthermore, Eq. (1) does not admit analytical
solutions, therefore it must be integrated numerically using
simulators that typically are based on the Split-Step Fourier
Method [7], [8]. It means that the performance evaluation
of a single network configuration could require a relevant
computational effort, e.g., hours of CPU time with the present
state-of-the-art computers. Hence, it is not possible to setup
a RWA analysis that requires to evaluate the network perfor-
mance for possible millions different network configurations,
i.e., millions extremely time consuming simulations of the
physical layer.

In order to overcome the computational limits introduced
by the complexity of the exact analysis of the physical level
of transparent optical networks, many approximated solutions
have been presented in the technical literature.

In [9], [10], the authors consider independently the im-
pairments due to the effect of Polarization Mode Dispersion
(PMD) and accumulated ASE noise. The authors considered
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the use of Raman amplifiers besides EDFAs. The analysis
is done for each lightpath and they consider that lightpath
performs well if both the requirements in terms of noise
accumulation (ASE) and PMD are satisfied. In these works
the effect of fiber nonlinearities is not considered: it implies
neglecting the fundamental tradeoff between increasing of
transmitted power to overcome noise impairments and limiting
the power to avoid the impact of nonlinearities. Similarly,
in [11], [12] the authors considered only the impairments of
optical ASE noise introduced by the in-line EDFAs and of
electrical noise of the receivers.

We target our analysis to the inclusion in performance evalu-
ation of lightpaths the effect of accumulated ASE noise, linear
and nonlinear propagation. To the best of our knowledge this is
the first time nonlinear effects are included in the performance
evaluation of physical layer of optical networks in order to
drive the RWA algorithms with the physical impairments on
each lightpath. The simplified model we propose is based on
the separation of the effects impairing the signal propagation in
order to evaluate the Optical Signal-to-Noise Ratio ( ������� )
penalty induced by each effect. We start from the assumption
that the performance in terms of Bit Error Rate ( �	�
� ) of
an optical link based on the optical amplification is well
approximated by : ���
�
� ���������������� (3)

where � is a coefficient assuming values in �  "! �$# that takes into
account how close to the ideal one is the receiver used; �&% �
for the ideal receiver based on the optical filter matched to the
transmitted pulse. Using Eq. 3 we neglected the influence of
receiver electric noise. It is a reasonable assumption for optical
networks based on the optical amplification, since the ASE
noise is typically widely prevalent with respect to the electric
noise. In case of studying networks without an extensive use of
optical amplification, Eq. 3 can be replaced by a more complex
one including the electric noise without varying the general
structure of the presented analysis.

For the optimal receiver, the exact expression can be ana-
lytically derived and it is [13]:���
�
% ��(' �)��*,+ �.-0/�1�-2�436587:9<; =	>@?"A:B !DC �E/GFIH

(4)
where Q

7
is the Marcum J -function of order 2 [13] and

/
is the normalized decision threshold that must be optimized
for each value of the �����K� . Eq. 3 derives from a fitting of
Eq. 4. The ���I�K� is given by:�����K�L%NMPOMPQ (5)

where MRO is the power of the modulated signal carrying the
information and M Q is the overall power of the ASE noise
introduced by the in-line optical amplifiers, i.e.,

MSQ %UTWV QRXZY\[^]_
TWVS`

�<a�bdc<e T +gf T 3h�D1jiGk �8l (6)

where m is the number of amplifiers for the lightpath under
analysis,

aSbdc<e T is the spontaneous emission factor for the n -th
amplifier, f T is the gain for the n -th amplifier and � l is the
equivalent noise bandwidth of the receiver.

Using Eq. 3, �	�	� of a lightpath is directly related to the�����K� . Therefore, if we define �	�
�@o4prq as the maximum
error probability tolerable by the transmission technique used
by the network under analysis, a lightpath can be considered
as in service if presents a ���
� smaller than �	�	�@o4prq .
Alternatively, the lightpath is in service if

�������tsu�����K� o T l % ���vWwKx �� �	�
�8o4prqzy ! (7)

therefore, to distinguish between different lightpaths within
the application of a RWA, the ������� is a parameter to be
maximized in order to minimize the error rate. Furthermore,
the use of a certain lightpath must be discarded if the related�����K� results to be smaller than �������|{�} ~ . This approach
is the one we followed in order to implement the RWA
algorithms described in details in Sec. III.

In case of propagation impairments besides the ASE noise
accumulation, performance for each lightpath can be still
evaluated using Eq. 3, substituting the Optical Signal-to-Noise
Ratio with an equivalent coefficient �����K����� that wants to
include the effects of the considered impairments. Therefore,
the expression of ������� ��� in dB units can be described as
follows:�������8��� e ��� %������K� ����3 �����K� c ��l e ��3 ������� c ��l e l � (8)

where ������� ��� is 10 times the logarithm of the �����K�
value due to the ASE noise accumulation expressed in dB
units. ���I�K� c ��l e � and �����K� c ��l e l � are the penalties - ex-
pressed in dB units - introduced by the linear (dispersion,
PMD) and nonlinear (Kerr effect) propagation effects, respec-
tively. ������� penalties are caused by the pulse distortions
induced by the propagation effects that impairs the decision
signal - eye-diagram closure - inducing a performance impair-
ments equivalent to a certain amount of extra noise. Either
ASE noise accumulation, either the eye-diagram closure due
to the propagative linear effects act separately on different
wavelength independently on the number of wavelengths in
use on the fiber span under analysis. Therefore, �����K� ���
and �����K� c ��l e � depend only on the path � and on the
wavelength � , while �����K� c ��l e � depends also on the number
of wavelengths ��� actually turned on - for the considered
network configuration - per each fiber span used by the
lightpath � . It means that the overall �����K���^� e ��� function
must be evaluated per each lightpath per each possible network
configuration and not just for each lightpath independently of
the network configuration. It is clearly understandable how the
problem complexity dramatically grows with the inclusion of
the propagation nonlinear effects.

A rigorous analysis of the physical effects on the perfor-
mance of an optical network should require the simulation
of the entire network for every possible configuration that
the RWA algorithms may take into account. As previously
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explained, such a task should require millions of hours of
computation time. Hence, we decided to evaluate separately
the ASE noise accumulation, the impairments of linear ef-
fects and the impairments of nonlinear effects. Here is the
description of the approximations we used in order to derive
the impairments due to the considered effects.

� ASE Noise accumulation.
The graph describing the network is analyzed in order
to individualize the amplifiers, fiber losses, and lumped
losses. Then, for each physical path, the accumulated
ASE noise is evaluated together with the signal level. As
a result, each lightpath is targeted with the corresponding�������	��

�

.� Impairments of linear propagation effects.
In order to evaluate the impairments of linear effects
(PMD and dispersion) for each lightpath is evaluated
the amount of accumulated dispersion and PMD. Then
penalties are evaluated according to the results presented
in [14], [15]. If the dispersion compensation is applied
and the overall PMD is summed with respect to the
bit duration, impairments of linear propagation effects
can be neglected. In general from the analysis of linear
propagation the penalty

��������������� �
is derived. In case

of linear effects negligible,
������� ������� �����

dB.� Impairments of nonlinear propagation effects.
Nonlinearities in optical fibers are caused by the physical
effect called Kerr Effect. Its effect is a locale change
of the refractive index as a function of the overall
propagating optical power. Kerr effect induces well know
impairments on the propagating signal that can be clas-
sified as [5]: Self Phase Modulation (SPM), i.e., the
modulation of the phase of a signal induced by variation
in time of the power of the signal itself; Parametric Gain
(PG), i.e., the transfer of power from a signal to the
adjacent spectral components; Cross-Phase Modulation
(XPM), i.e., the modulation of the phase of a signal
induced by variation in time of the the overall power
of the comb of WDM channels propagating in the fiber;
Four Wave Mixing (FWM), i.e., the generation of spu-
rious tones at new frequencies. In commercial systems,
the nonlinear limiting effect is typically the XPM [16],
[17], [18], [19]. Therefore, we focus our attention in
the evaluation of the

�������
penalty due to the XPM.

In order to pursue such a target, we assume that this
penalty is a monotone increasing function with number
of wavelength actually in use on the fiber and with power
per channel. Whereas we assume it decreases with the
increasing of dispersion and channel spacing. These are
well known general behaviors, but the exact expression
of the function is not known. Therefore, we performed
a series of Monte-Carlo simulations on a defined test-
link using the optical system simulator OptSim ��� . From
the results of these simulations we deduced an empirical
function giving

������� ������� �!�
from the knowledge of the

fiber characteristics, the number of wavelengths turned
on, the length of the fiber span and the transmitted power.

From this function, knowing the network characteristics
from its graph description and the wavelength assignment������� �����"� �#�

is evaluated. Of course this penalty depends
on the dynamic reconfiguration of the network because it
depends the number of wavelength in use per each fiber
and on their spectral assignment.

Considering the separate evaluation of impairments due
to the considered effects, for each possible lightpath of the
network, the physical layer analysis was able to provide to the
RWA algorithms a function

�������%$'&�(*),+ � �������-��
.�0/
������� ������� ��/��������1�����"� �#�

. The value of such a function,
given a path

&
and a wavelength

)
, is a constant for a static

network, while changes in case of dynamic re-configuration
of the network because it depends also on the number of
wavelengths actually in use on each fiber span.

III. RWA ALGORITHMS

To gauge the impact of physical impairments on the RWA
solution, we compare the performance of traditional RWA
algorithms to the one obtained by a novel algorithm which
considers the physical impairments when solving the RWA
problem. We first describe traditional algorithms while also
introducing the notation, and then describe the novel algo-
rithm.

A. Traditional Algorithms

To solve the RWA problem, we selected two algorithms
that were shown to give good performance: the First Fit-
Minimum Hop (FF-MH) and First Fit-Least-Congested (FF-
LC) [4]. These are traditional algorithm, which split the RWA
problem into two simpler sub-problems: first a suitable path
is selected, and then a suitable wavelength is allocated if
available on the selected path.

In more details, when searching for available wavelengths
on a given path, a First-Fit strategy is used: a lower num-
bered wavelength is considered before higher numbered wave-
lengths, and the first available wavelength is then selected by
both algorithms.

As regards the path selection, for each source/destination
pair, the FF-MH algorithm considers only one possible path,
which has been preselected to be the minimum hop path. In
case more than one minimum hop path is present between
the same source/destination pair, only one is considered (in
particular, the first minimum hop path found is selected).
Dijkstra algorithm can be used to obtain the minimum hop
path.

The FF-LC algorithm, instead, considers a pre-ordered list
of available paths for each source/destination pair. Paths are
dynamically sorted, so that always the least congested path
is tested first. The “congestion” metric counts the number of
wavelengths already used on a fiber, so that the path with the
largest number of unused wavelengths is chosen. In case more
than least congested path exists, (one at ramdom among) the
shortest path will be selected For the purpose of providing
a formal description of the algorithms, we use a standard
graph theory formalism. Thus, we refer to the generic physical
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network as a directed graph ���������
	�� , where � is the set of
vertexes (nodes, in our case), and 	 is the set of edges (links)1.

A path 
���������� of length ����
������������������ 
�������������� is defined
as a sequence of � distinct edges �! joining � and � , where�����#"$� , �  "$	 , 
��%�������&�(')�!*+���+,!��-�-�-.���)/10 .

Let 23�%�������4�5')
  �%�������60 be the set of available loop-free
paths from node � to node � . Let 78�%�9 �� be the number of
wavelength already allocated on link �! .

Given those definitions, the Minimum Hop routing will
select the path 
;:3<3��������� such that


 :3< �%�������&� =?>.@ACB!D�EGF�H I6J ����
K�
On the contrary, the Least Congested path 
�LNMO�%������� will

be selected such that:


 LNM �%�������&� =?>�@A�B!D;E�F�H I6J P =#Q9RSUT B�A ��78���  ���KVXWY ����
K�UZ
The constant Y must be selected such thatY\[ =#Q9RACB!D�EGF�H I6J ������
K�
�

Notice that the MH path selection can be performed off-line,
being ����
K� constant with respect to wavelength allocation.
On the contrary, the implementation of the LC path selection
criterion requires each route to be selected for each lightpath
request, thus entailing a much larger complexity, both in term
of computational power and signaling.

Once a path has been selected, the wavelength allocation is
performed using the first-fit approach by both algorithms. Let] �%�  �^�_'+`Ca���bc� W ��-d-�-e��fg0 be the ordered set of supported
wavelength on link �  . Let h#�%`Ca��%�  �
� take the value i if theb -th wavelength is free on link �! , W otherwise. Then, the setj

of available wavelength on path 
���������� is defined asj �('9`�a such that h#�%`Ca��%�  �
���kimln�  "$
��%�������o0
Then, lightpath request will be allocated using wavelengthp` on path 
��%������� such that:p`q�r=?>�@a �%` a " j �

B. B-OSNR algorithm

Traditional algorithms fails to consider the physical im-
pairments that may affect the transmission on a given
path/wavelength. We therefore propose a novel algorithm,
called Best-Optical Signal Noise Ratio (B-OSNR), which will
jointly assign to a given request a path and a correspond-
ing wavelength. In particular, the path/wavelength solution
which will present the maximum OSNR will be selected. Lets^tvucw ��
����������e��`Ca+� be the OSNR on wavelength `Na on path
��%������� . s^t�ucw ��
��%�������e��`Ca+�x�zy�{ if `�a is not usable on

1In this paper we interchangeably use the terms ‘edges’ and ‘links’ and the
terms ‘vertexes’ and ‘nodes’.
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Fig. 1. Physical topology.

path 
��%������� . Then, the path 
�|�}�~������������ and the wavelength`1|�}�~�� will be selected such that:

��
 |;}�~�� ���������e�6` |;}�~�� ��� =?Q!RA�B!D;E�F�H I6J P =#Q9R� B!� s^tvucw ��
v�6`1� Z
As can be noticed, the B-OSNR algorithm jointly assigns

a path and a wavelength to a given lightpath request. Its
complexity grows linearly with the number of paths and the
number of wavelengths that must be checked to find the best
solution.

IV. PERFORMANCE ANALYSIS

To gauge the impact of the physical constraints on the
routing and wavelength assignment, we developed a simulator
which implements all the RWA algorithms described in the
previous section, and performs the evaluation of the OSNR
as described in Section II. To this purpose, the description of
the physical topology by means of a graph � , which includes
the definition of fibers, amplifiers, optical cross connects, etc.,
is given as input. In particular we assumed that the network
is cabled using Non-Zero Dispersion Shifted fibers. In order
to recover fiber losses we considered to use EDFAs spacedf F���� / km that perfectly recover the loss introduced by the
fiber span. We supposed the employed EDFAs are perfectly
spectrally equalized and have flat transfer functions, providing
the same amount of gain for all the wavelengths. We explored
different scenarios analyzing the network behaviors for f F%�d� /
= 40, 60, 80 km. We assumed to use dispersion compensation
techniques and that the �4�(� effect is negligible at the
supposed bit-rate of 10 Gbit/s. Therefore, we supposed to be
negligible the propagation linear effects focusing our analysis
on considering the limiting effects of noise accumulation and
impairments of fiber nonlinearities. Regarding the effects of
passive components performing network operations within the
nodes (filters, add-drop multiplexers, optical cross-connects,
etc...) we considered the extra losses that they introduce. We
did not include they filtering effect.

A description of the traffic pattern completes the sce-
nario whose performance indexes will be analyzed during the
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simulation. The traffic description includes a traffic matrix���������
	 �
�
whose elements

���
	 �
represent the fraction of

lightpath requests from node � to node � . Lightpath requests
are generated according to a Poisson process of rate � �
�
	 � , in
which � represent the average arrival rate in connection per
seconds. Connection holding time is exponentially distributed,
with average set to � which therefore fixes the time reference
in the simulation.

Once a connection request is generated, the corresponding
RWA problem is solved according to the selected algorithm.
If a path � and a free wavelength � are available, the
corresponding OSNR is evaluated, and if it is above to a given����������� �

threshold, then the lightpath is accepted, and the
corresponding � is allocated on all links of path � . Otherwise,
the lightpath request is blocked and no reservation occurs.
Allocated resources will then be released at the end of the
connection lifetime.

As performance indexes, the average blocking probability "!
is evaluated. In particular, to asses the impact of the OSNR

limitation, the simulator evaluates the blocking probability due
to physical impairments (

 $#&%('*)! ) and the blocking probabil-
ity due to lack of available wavelength (

 ,+! ). The first one is
defined as the ratio between the number of lightpath requests
which were blocked because the OSNR level on the selected
(free) wavelength was below the minimum threshold with
respect to the total number of lightpath requests.

 ,+! accounts
for blocked lightpath requests due to lack of available free
wavelength. Clearly

 �!-�. �#&%('*)! /  $+! .
In the simulation result reported in this paper, we considered

as physical topology the Italian Optical Network sketched
in Fig. 1 which was derived from a possible evolution of
the Telecom Italia network topology. Nodes reflect the real
position of cities and link lengths reflect the real distances
among cities. All fiber and nodes are assumed to be physically
equal. Maximum number supported wavelength 0 is set to 16.

We consider three different physical configurations, which
differ by the maximum span of fibers that is admissible
without requiring regeneration, i.e, the maximum length of
optical fiber between two adjacent amplifiers. In particular,
spans of 40 km, 60 km, 80 km will be considered. The
longer is the fiber span, the larger is the amount of gain
required to recover fiber losses. Hence, the larger is the
amount of noise introduced by the amplifiers. To restore the
target

�����1�
a larger amount of transmitted power can be

employed, but with the increasing of transmitted power the
effect of nonlinearities progressively grows inducing a stronger
impairment on performance.

Regarding the traffic pattern, we consider in this paper
a simple uniform traffic, in which all

� �
	 � � � . We set������� ��� � �3254 �(6 , corresponding to 687 � � � 4:9<;�= with
an

���>���
margin of about 4 dB. During the path search

phase, the sets ?8@A�CB��ED are build by considering only those
paths whose minimum OSNR is larger than

�����1� ��� �
. The

minimum OSNR of a given path is evaluated by not consider-
ing the nonlinearities, i.e., by considering

�����F� @G��BH�ID when
no other lightpaths is established on any other paths. A limited
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algorithms. Fiber span ( JLKNMHOHP of 40 km, 60 km, 80 km are presented.

 1e-06

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1

 2  3  4  5  6  7  8

B
lo

ck
in

g 
Pr

ob
ab

ili
ty

 d
ue

 to
 O

SN
R

ρ

FF-LCP
B-OSNR

Span 40km
Span 60Km
Span 80Km

Fig. 3. Average blocking probability due to OSNR impairment versus
offered load for different algorithms. Physical span of 40km, 60km, 80km
are presented.

number of path is considered for each source destination pair,
so that the complexity of finding �&Q:R and � #&%('*) is limited:
paths in ?8@A�CB��ED are sorted in decreasing number of hops, and
then only the first 30 paths are considered2.

Finally, to get accurate results, each simulation was ended
when the performance indices were such that the 95% confi-
dence interval was within 5% of the point estimate.

A. Blocking probability

In Figures reported in this section, dashed lines refers to
the blocking probability obtained when the FF-LC algorithm
is considered, while solid lines report results considering the
B-OSNR. Different points are used to highlight different span
values.

Figure 2 plots the average blocking probability versus
offered load. Comparing the results obtained by the FF-LC or

2We considered larger sets of paths, but without observing major differences
on the results.
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Fig. 4. Percentage of blocking probability due to OSNR degradation versus
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the B-OSNR algorithm, it can be noticed that when the impact
of the OSNR introduced by the physical layer is negligible, the
FF-LC algorithm performs better than the B-OSNR approach.
Indeed, for small values of the offered load and for small span
values the FF-LC takes the lead, while for both larger values
of � and for span value set to 80km, the B-OSNR algorithm
clearly outperforms the FF-LC approach.

The intuition behind this is that the better allocation of
wavelength used by the FF approach tends to better pack wave-
length usage so that the change of obtaining a free wavelength
is larger. On the contrary, the wavelength allocation performed
by the B-OSNR algorithm tends to spread out the wavelength
as much as possible, so to minimize the noise introduced by
adjacent channels. This leads to a larger blocking probability
when the cause of blocking is due to lack of wavelength.

On the contrary, for larger values of the offered load,
the effects due to nonlinearities clearly affect the blocking
probability faced by a FF-LC algorithm. Indeed, its more
compact wavelength allocation criterion maximizes the noise
due to interfering wavelengths. Therefore, when the blocking
probability is largely due to physical impairments, the FF-LC
algorithm cannot find any good solution.

Similarly, considering different network span configuration,
the B-OSNR approach shows little differences, showing that it
is able to overcome physical configuration which offers worse
OSNR. On the contrary, the FF-LC algorithm present almost
identical results when 40km and 60km span long networks
are considered, while the 80km span network performance are
much worse. This is due to the path selection choice, which
allows the FF-LC algorithm to select longer paths which will
cause larger transmission noise that will be accumulated along
the path itself, finally resulting in a blocked lightpath due to
lack of OSNR.

To better highlight this effects, Figure 3 plots the blocking
probability due to physical impairments. Considering the 40km
and 60km span, the B-OSNR presents no blocking due to lack
of OSNR, while the FF-LC algorithm shows a steep increase of
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Fig. 5. Total average blocking probability versus physical span for different
algorithms. Offered load set to 4.

the blocking probability due to transmission impairments. This
confirms the intuition the the nonlinearities faced by the FF-
LC wavelength allocation (and path selection) are the largest
cause of blocking.

Similarly, considering the 80km span long network, the
FF-LC algorithm is not able to find any suitable path and
wavelength solution to the RWA problem even when the
nonlinearities are small, i.e., when then offered load is small
so that few lightpath are present at the same time.

Finally, to gauge the ratio between the blocking due to
wavelength lack or to OSNR lack, Figure 4 plot the percentage
of blocking probability due to OSNR degradation versus the
offered load. It confirms the previous observation, by showing
that the B-OSNR algorithm is only marginally affected by
the lack of OSNR. On the contrary, the FF-LC approach
faces the majority of blocking probability because the selected
wavelength and path cannot offer an adequate OSNR level.

To better observe the effect of nonlinearities on the blocking
probability, Figure 5 plots the total average blocking prob-
ability versus the span for offered load equal to 0.4. The
plot also reports results considering the FF-MH algorithm.
Its performance are in general limited when compared to
algorithms that allow to test more than a single path, as already
well-known [4]. The B-OSNR algorithm presents the best
results, about one or two order of magnitude better than results
presented by classic algorithms which fail to consider physical
impairments.

In particular, considering span smaller than 80km, the static
impairments due to the physical layer are negligible, as no
major differences are observed moving from 40km long span
to 60km long span physical configuration. Increasing the span
length to 80km, on the contrary the blocking probability of
the FF-LC algorithm increases. This performance downgrade
is largely due to the selection of possibly longer and more
noisy paths. The FF-MH algorithm is little affected by this,
as it always select the minimum hop path which in general
is also the shortest one and therefore the one which presents
the smaller noise due to linear effects. Still, a little increase
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in the blocking probability is due to the smaller static OSNR
ratio which, combined with the nonlinearity noise, increases
the chance of observing a OSNR larger then ���������
	 � .

V. CONCLUSIONS

In this paper we considered a transparent optical network.
By using wavelength routed technology, we considered the
routing and wavelength assignment problem under transmis-
sion impairments. We considered a dynamic scenario, in
which lightpath requests arrive and leave the network. Because
in transparent optical network no signal transformation and
regeneration at intermediate nodes occurs, noise and signal
distortions due to non-ideal transmission devices are accumu-
lated along the physical path, and they degrade the quality
of the received signal. This affects the availability of the
optical channel, and therefore must be considered during the
RWA solution. We presented a novel simple physical model
to evaluate the OSNR ratio which considers both static noise
due to optical components and nonlinearity effects due to the
current wavelength allocation and usage.

We then presented a novel algorithm which tries to minimize
the effect of transmission impairments when solving the RWA
problem for each lightpath requests. Simulation results showed
that, when the transmission impairments comes into play, an
accurate selection of path and wavelength which is driven by
OSNR is mandatory.

In particular, both static effects and nonlinearities can
largely affect the blocking probability: the first one depend
on the physical configuration and must be considered for any
offered load to the network; the latter one rapidly degrades the
quality of the transmission layer when the number of lightpath
already established is large, i.e., when the offered load is
higher. In such scenarios, the proposed B-OSNR algorithm
outperforms traditional algorithms which fails to consider the
physical impairments.
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Abstract—This paper presents Ring Optical Network (RingO),
a wavelength-division-multiplexing (WDM), ring-based, optical
packet network suitable for a high-capacity metro environment.
We present three alternative architectural designs and elaborate
on the effectiveness of optic with respect to electronic technologies,
trying to identify an optimal mix. We present the design and
prototyping of a simple but efficient access control protocol, based
upon the equivalence of the proposed network architecture with
input-buffering packet switches. We discuss the problem of node
allocation to WDM channels, which can be viewed as a particular
optical network design problem. We, finally, briefly illustrate the
fault protection properties of the RingO architecture.

The main contribution of this paper is the identification and ex-
perimental validation of an innovative optical network architec-
ture, which is feasible and cost effective with technologies available
today, and can be a valid alternative to more consolidated solutions
in metro applications.

Index Terms—Metropolitan area networks, optical packet net-
works, optical testbeds, wavelength-division-multiplexing (WDM)
rings.

I. INTRODUCTION

T
HE MARKET segment of metropolitan high-speed net-

works is alive despite the current telecom crisis. According

to several studies, the provision of low-cost broadband access

in metropolitan areas has the potential for fast returns on in-

vestments, and can foster the development of new bandwidth-

hungry applications, which in turns should lead to the long-

sought return to the fast increase of user demands that can revi-

talize the telecom market.

Metro networks are characterized by high dynamism of traffic

patterns, relatively high aggregate bandwidths, and relatively

short covered distances. Technical solutions for metro architec-

tures are far from being consolidated, and range from classical

circuit-switched synchronous optical network/synchronous dig-

ital hierarchy (SONET/SDH) rings, to extensions of traditional

high-speed local area networks (LANs), such as the resilient
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packet ring IEEE 802.17, to switched (multi) Gigabit Ether-

nets, to Broadband Passive Optical Networks ITU-T G.983, to

more innovative optical packet switching proposals. The latter

are considered by many researchers the only approach capable

of withstanding in the long term the continuous growth of ag-

gregate capacities.

Wavelength-division multiplexing (WDM) is today a well-

established technique to exploit the fiber bandwidth in both core

and metro networks, and all major vendors in this field offer a

wide range of products and commercial solutions. The develop-

ment of optical technologies for applications beyond point-to-

point transmission has instead suddenly slowed down due to the

telecom market downfall. Nevertheless, at research and stan-

dardization levels, a large effort is being devoted to exploit op-

tical technologies also for the implementation of network func-

tions such as switching, protection, and restoration [1].

Nowadays, the most advanced products essentially provide

optical circuit switching at the wavelength level (see, for ex-

ample, [2]), in the sense that end-to-end optical lightpaths are

dynamically set up and torn down upon network, or even user

requests. On the contrary, the implementation of optical packet

switching functions [3] (i.e., of an optical layer that can handle

and switch data traffic on time scales in the order of microsec-

onds or less) is still at an earlier development stage, although

several prototypes and testbeds have already been demonstrated

[4]–[6]. This is certainly due to the high technological chal-

lenges inherent in dealing with packets directly at the optical

level. Indeed, although optical devices allow huge potential in

terms of available bandwidth, they do not easily offer substan-

tial features in terms of very fast switching, processing speed,

and storage of digital signals, which are instead necessary for

packet switching and are very natural and easy to implement in

the electronic domain.

Metropolitan area networks are one of the best arenas for an

early penetration of advanced optical technologies. Indeed, their

large traffic dynamism requires packet switching to efficiently

use the available resources; their high-capacity requirements

justifies WDM use; and their limited geographical distances

lowers the impact of fiber transmission impairments. From

a research view point, designing innovative architectures for

metro networks often means finding cost-effective combina-

tions of optic and electronic technologies and new networking

paradigms that better suit the constraints dictated by available

photonic components and subsystems.

Our research group has designed and prototyped network ar-

chitectures for metro applications, taking an approach based

0733-8716/04$20.00 © 2004 IEEE
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Fig. 1. Architecture of the RingO network.

upon optical packets, but limiting optical complexity to a min-

imum and trying to use only commercially available compo-

nents. To best exploit the advantages of available technologies,

the bulk of raw data is kept in the optical domain, while more

complex network control functions are mostly implemented in

the electronic domain. Likewise, neither distributed resource al-

location nor contention resolution is performed in the optical

domain, thereby taking a radically different perspective with re-

spect to traditional electronic packet-switched architectures.

In this paper, we introduce the rationale, the network architec-

ture and design of the ring optical network (RingO) project, car-

ried out by a consortium of Italian Universities coordinated by

the Optical Communications Group (OPTCOM) and the Telec-

comunication Network Group (TNG) of Politecnico di Torino.

The RingO project is focused on experimentally studying the

feasibility of a WDM optical packet network based on a ring

topology. The presentation will evolve through three different

network designs, both to follow the project history, and to ease

the description for the reader.

The paper is organized as follows. The RingO general archi-

tecture, medium access control (MAC) protocol and node struc-

ture are explained in Section II. Section III briefly overviews

physical-layer issues related to transmission impairments and

network scalability. Then, in Section IV, we describe the cur-

rent RingO experimental setup, presenting the demonstrator and

some details of the node controller hardware implementation.

In Section V, we present an interesting evolution of the node

design, and discuss problems related to allocating nodes to the

available WDM channels. Finally, in Section VI, we briefly dis-

cuss fault recovery mechanisms.

II. RINGO ARCHITECTURE

The general architecture of the RingO network is illustrated

in Fig. 1, while the structure of a node is depicted in Fig. 2 (and

described in more detail in Section II-A). As mentioned above,

we will step through three different versions of the network ar-

chitecture in this paper; they all preserve the same rationale and

basic subsystems design.

Fig. 2. First structure of RingO nodes.

The first version of the RingO network is based on a unidi-

rectional WDM fiber ring with network nodes equipped with

an interface between the electronic domain and the optical do-

main. The main features of this first RingO architecture are the

following:

• packets transmission is time-slotted and synchronized on

all wavelengths; as reference values in RingO, the slot du-

ration is 1 s and the transmission bit rate is 2.5 Gb/s;

• packets have fixed length corresponding to one time slot:

the packet format adaptation, possibly including segmen-

tation/reassembly, or concatenation, is left to higher (elec-

tronic) layers of the node protocol, it is outside the scope

of this paper;

• the number of nodes in the network in this first design

is equal to the number of wavelengths (which will be

often indicated in the following as “channels”): a given

node is, thus, identified by a wavelength , it is the

only node able to receive this wavelength, and it is also

responsible for physically removing it from the ring, using

a fixed-wavelength optical drop filter;

• each node is equipped with a tunable transmitter since,

in order to communicate to node , a node must tune its

transmitter to send a packet on , as shown in Fig. 1;

tuning times are assumed to be short with respect to the

slot duration;

• each node is able to check the state (busy/free) of all wave-

lengths (a feature called -monitoring) on a slot-by-slot

basis, and avoids collisions and contentions by elec-

tronically queueing input packets, and by accessing

channels using a suitable access protocol, as discussed in

Section II-B.

In the architecture described above, the fixed relation between

a destination node and a wavelength allows a significant sim-

plification on the optical hardware with respect to most of other

packet network proposals. First, packet headers are not required,

at least for addressing functions, since the destination address is

“coded” into the used wavelength. Second, packets do not need

to be actively routed along the network, but are simply passively

dropped at the destination by the node optical drop filter. As

a result, our proposal is able to take advantage of packet sta-

tistical multiplexing without requiring optical switches. Third,
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-monitoring can be obtained by simply measuring the power

level in each slot and wavelength, without again requiring the

presence of an optical header.

For what regards wavelength tunability requirements, it is

easy to understand that full tunability either at the transmitter,

or at the receiver, is required to provide full node-to-node con-

nectivity avoiding a multihop operation, that would increase the

amount of electronic processing in the network. Tunability is

a characteristic feature of optical networks, leading to inter-

esting and well-understood logical topology design and fault

recovery approaches, but it is still very costly, specially if very

high switching rates are necessary. All RingO designs chose to

have fast-tunable transmitters, which are considered to be easier

to implement than tunable receivers. The tunable transmitters

are made by an array of ON–OFF switchable fixed lasers in the

lab testbed, as discussed later.

The proposed architecture combines, in an efficient way, optic

and electronic technologies: the aggregate bandwidth is handled

in the photonic domain by working on a wavelength granularity,

while packet queueing, MAC protocol, and statistical time mul-

tiplexing are handled in the electronic domain at the speed of a

single data channel. Due to the optical simplicity of our solution,

the resulting architecture does not offer all the networking fea-

tures of other more complex optical network proposals [7], like

a large Internet protocol (IP)-like addressing base, label swap-

ping, arbitrary mesh topology, etc. However, we carefully se-

lected a solution that is only based on commercially available

optical components, and that at the same time offers a set of in-

teresting features for metropolitan area networks connecting a

limited number of very high-capacity nodes over a ring.

Our architecture does not require any advanced optical com-

ponent, such as fast optical switches or wavelength converters.

Moreover, it does not require at all optical buffering. In fact,

packet buffering is implemented in the electronic domain at the

boundary of the optical cloud. In our opinion, this is an impor-

tant aspect, since it allows to both reduce optical complexity and

to implement electronically efficient access algorithms.

The RingO structure is an evolution of certain WDM ring

packet network proposals presented in the mid 1990s. In 1993,

the first such proposal appeared in [8]. It featured a WDM ring

architecture with time slotting and as many wavelengths as the

number of nodes. It relied on fixed transmitters and tunable

receivers, as opposed to later proposals that did the opposite.

Shortly afterwards, in [9], a new network structure, using in-

stead tunable transmitters and fixed receivers, was proposed. It

already featured a -monitor-based protocol to avoid collisions,

based on subcarriers: each wavelength carried a different and

unique subcarrier frequency, which could be probed in a given

time slot to assess the presence or absence of a packet on that

wavelength. Later, the same basic ideas of [9] were indepen-

dently brought to actual implementations at Stanford University,

in the hybrid opto-electronic ring network (HORNET) project

[5], and at Politecnico di Torino, in the RingO project. The two

groups comprise some of the original authors of [9].

A. Node Structure

The structure of the first RingO node design is shown in

Fig. 2. Some basic subsystems are common to all node architec-

tures presented in this paper. Scanning the node structure from

input to output, the main functions supported by the node are

the following.

1) Amplification of the optical signals in order to compen-

sate for the losses of the node passive elements and of

the downstream fiber link.

2) Demultiplexing of the WDM comb after the amplifier.

Devices which have been used for this purpose for

the first RingO testbed are arrayed waveguide grating

(AWG) filters.

3) Monitoring the state of channels on each slot. This is
done by tapping a fraction of the power on each fiber at
the output of the demultiplexer and by sending it to a
DC-coupled photodiode array. This -monitoring elec-
tronics requires a much smaller bandwidth than the data
bit-rate, since it should only detect the received average
power on a slot-by-slot basis. Our solution for packet
detection is easier to implement than other approaches,
such as the often proposed subcarrier-tone detection
[10].

4) Burst-mode detection of the incoming data-stream on the

wavelength associated with node . Note that the shift

from continuous-wave operations of traditional optical

network to our burst-mode operation is a major increase

in complexity, but it is a price that we chose to pay to

allow high efficiencies in resource utilization via statis-

tical multiplexing.

5) Local packet traffic generation. We used a laser array
driven by the node controller. The lasers are turned on for
each time slot by direct current injection when a packet
has to be generated. Data bits are then “written” inside
the packet by an external modulator. This transmitter ar-
chitecture has several motivations:

• the use of an array of lasers, rather than a single fast
tunable laser, allows using commercial and reliable
devices on the ITU wavelength grid [2]; this choice
was due to the difficulty in finding commercial fast-
tunable lasers, and to the interesting opportunity to
implement multicasting (see next item);

• to allow efficient multicast, i.e., to send the same
packets to multiple destinations. Multicasting is
currently seen as an important requirement, since
it is crucial to video conferencing and groupware,
and indeed it is implemented in most of today com-
mercial top-level routers [11]. In our situation, mul-
ticasting means to replicate the same packet on dif-
ferent wavelengths, possibly in the same time slot.
With our structure, bits can be written simultane-

ously by the external modulator on all wavelengths
that are generated by the laser array in a given time
slot. In this way, multicasting in a single time slot
can be implemented without increasing electrical
bandwidth requirements at the transmitter, since
the “replication” of packets is obtained in the op-
tical domain (in which bandwidth efficiency is less
critical). For what regards the electronic part of the
transmitter, the cost of sending a packet to multiple
destinations is the same as for sending a packet to
a single destination.



1564 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 22, NO. 8, OCTOBER 2004

As it can be seen from the description above, our architecture

requires an electrical data path bandwidth, on both the trans-

mitter and receiver side, that is equal to a single channel data

rate. In fact, even when multicasting is implemented, the high-

speed electrical interface of the transmitter and receiver need

only to handle data traffic carried by a single wavelength, and

not the aggregate bit rate of all wavelengths passing through the

node. This is true for all RingO designs, and part of the RingO

rationale: a metro architecture capable of scaling at large aggre-

gate capacities must avoid to process at each node the whole

network bandwidth. This was one of the problems that pre-

vented a straightforward extension of the original LAN proto-

cols and architectures (which assume to process the entire net-

work bandwidth at each node interface) to metros. This is also

one of the advantages of our architectures with respect to cur-

rent SONET/SDH circuit-switched solutions.

B. MAC Protocol

Our architecture requires a suitable MAC protocol to allocate

time slots to transmitters. From the MAC protocol design per-

spective, RingO is a multichannel network, in which packet col-

lisions must be avoided and some level of fairness in resource

sharing must be guaranteed together with acceptable levels of

network throughput.

A collision may arise when a node inserts a packet on a time

slot and wavelength which have already been used. This is

avoided by giving priority to upstream nodes, i.e., to in-transit

traffic, via the -monitoring capability.

Fairness is obtained by implementing an efficient a poste-

riori [12] packet selection strategy exploiting a virtual output

queueing (VOQ) structure. While standard single-channel

protocols use a single first-in–first-out (FIFO) electrical queue,

in multichannel scenarios, where channels are associated with

destination nodes, FIFO queueing performs poorly due to the

head-of-line (HOL) problem [13]: a packet at the head of the

queue may block following packets which could be transmitted

on other channels. The HOL problem has been carefully studied

and can be solved using one of the VOQ [13] structures. The

basic VOQ idea, applicable to the RingO architecture, consists

in storing packets waiting for ring access in separated FIFO

queues, each corresponding to a different destination (or to a

different set of destinations), and to appropriately select the

queue that gains access to the channels for each time slot. It is

worth noting that VOQ was demonstrated to be able to achieve

100% throughput for uniform and unicast traffic when suitable

packet selection algorithms are implemented [13].

Another problem common to ring and bus topologies is the

fact that an upstream node can “flood” a given wavelength, as

shown in [14], reducing (or even blocking) the transmission op-

portunities of downstream nodes, thus generating a significant

fairness problem. The fairness problem has also been investi-

gated in detail in several previous papers, where it was shown

that, again, it can be solved by using separate input queues, by

selecting them with some form “round-robin” strategy (called

antiresonant ring (ARR) or split ring resonator (SRR) in [14]),

and by using a fairness control algorithm suited for this multi-

channel setup (called multimetaring).

It is not difficult to observe that our multichannel ring is

equivalent to a distributed input-queued packet switch, in which

node interfaces correspond to input/output line cards, and the

fiber ring behaves as a distributed switching fabric. When one

wavelength channel is associated with each receiver (as in

Figs. 2 and 3), this switching fabric is functionally equivalent

to a crossbar, capable in each time slot of delivering at most

one packet to each destination, and of allowing at most the

transmission of one packet from each source. In other words, in

each time slot at most an input/output permutation can be served.

Building upon this equivalence, the optimal packet selection

criteria would be the outcome of a centralized maximal weight

matching (MWM) algorithm, with weights equal to queue

sizes [13]. Since this would have led to excessive complexities,

our packet selection criteria is a distributed heuristic maximal

approximation of MWM: each node transmits in a given slot

the packet at the head of the longest of its several queues,

neglecting queues whose HOL packets could not be transmitted

because of the -monitor information. The implementation of

the MAC protocol in RingO is further described in Section IV.

The complexity of the proposed MAC algorithm is mainly

confined to the electronic domain, without stringent require-

ments on optical devices.

III. TRANSMISSION ISSUES IN RINGO

We studied RingO physical-layer design and performance

in a previous paper [15], by detailed simulative analysis. Al-

though the full set of results cannot be shown in this paper due to

space limitations, the major results are briefly outlined in the fol-

lowing. We assume that the system is limited by the accumula-

tion of ASE noise along the ring. We require a 2-dB margin over

a reference bit-error rate equal to 10 for any receiver. Under

reasonable assumptions, the cascadability of the node structure

(shown in Fig. 2) was verified to reach 16 nodes, using 16 wave-

length-division-multiplexing (WDM) channels each working at

10 Gbit/s, with a distance of 25 km between nodes. This trans-

mission limit comes from ASE noise accumulation, and it is de-

termined by the combination of the high insertion loss at each

optical node, mainly due to the presence of two AWGs, and the

limited signal power level at the output of the Erbium-doped

fiber amplifiers (EDFAs). This cascadability is not large, but

should be sufficient in a metro environment, which is the target

of the RingO project.

Anyway, our paper showed that any optical impairment on the

node input–output path is critical, since signals propagate all-

optically along the ring without 3R regeneration. For example,

in order to reach 16 nodes, polarization dependent loss (PDL)

must be less than 0.6 dB per node. In addition, self-filtering

effects can be critical: with the commercial AWGs used in our

experiment, the required wavelength alignment accuracy for a

16 node ring should be better than 30 GHz for a 200-GHz WDM

spacing.

The node structure based on AWGs, see Fig. 2, was first

proposed because of the major flexibility given by fully de-

multiplexing all channels on separate fibers. Although some

more advanced network functionalities could be envisioned with
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Fig. 3. Second structure of RingO nodes based on fiber-grating add-drops
filters.

such a structure, our simulative analysis and experimental mea-

surements showed significant physical-layer performance limi-

tations. In order to increase the scalability of the proposed net-

work in terms of maximum number of nodes, we need to reduce

the node insertion loss, PDL, and self-filtering effects.

These results motivate the introduction of our second node

design, which is based on an add–drop filter, see Fig. 3, allowing

for better cascadability and less stringent physical constraints.

While this structure is similar to the previous one for net-

work functionalities, and most subsystems are directly derived

from Fig. 2, it is significantly different from the physical layer

point of view. The input–output optical path is greatly simpli-

fied, and now consists only of a passive optical splitter and a

fixed add–drop filter tuned on the wavelength that must

be received locally. This setup greatly reduces node attenua-

tion, self-filtering, and PDL effects, and allows a higher node

cascadability.

IV. EXPERIMENTAL TESTBED

The RingO network experimental testbed, shown in Fig. 4,

was implemented in the PhotonLab at Politecnico di Torino, and

was based upon nodes having the structure shown in Fig. 3. The

RingO testbed goals are:

• the demonstration of the proposed architecture and MAC

protocol;

• the availability of an experimental setup, where RingO

physical transmission properties can be easily studied.

The testbed is currently based on two nodes, as depicted in

Fig. 5, exchanging information on four different wavelengths,

spaced at 200 GHz. The first one is used to generate random

packet data traffic, while the second one implements all RingO

protocol functions. We are, thus, able to generate an arbitrary

stream of packets on any wavelength using the first node, and

to demonstrate the MAC protocol operations in the second one.

Since the optical details of the demonstrator were already shown

in [15], we focus in this paper on the implementation of the

node controller, which is based on a high-performance FPGA

mounted on a custom-designed electronic board. The FPGA is

Fig. 4. RingO testbed in the PhotonLab at Politecnico di Torino.

an Altera APEX20KE600–3, with 600 000 gates, 24 320 flip-

flops, four internal PLLs, 588 I/O. The working frequency can

be set in the range of 30–133 MHz, thanks to the aid of the

internal broadband PLL.

The node controller logical structure is shown in Fig. 6. In

the following, we present the node functionality, focusing on

multicast transmission. Unicast transmission can be seen as a

particular case of multicast transmission in our architecture, re-

quiring only a subset of the described logic functions.

When a packet arrives from the PCI bus (we assume that

segmentation/reassembly, or packet concatenation, if necessary,

occurs in higher layers, typically in the operating system of the

attached PC), it is stored into an input FIFO buffer. This buffer

is needed to separate the activity of the PCI bus from the ac-

tivity of the on-board logic, which are not synchronous. Every

packet is formatted in a fixed size protocol data unit (PDU),

which contains the payload bits [service data unit (SDU)], and

a fan-out set, which contains packet destination information.

Since four wavelengths are used in this first prototype, the

fan-out set is composed of 4 bits; a bit set to 1 means that the

packet must be transmitted on the corresponding wavelength.

Eight FIFO queues store packets waiting for ring access, four

unicast queues, and four multicast queues. The chosen number

of queues stems from our previous studies in [16]. A reference

fan-out set is associated with each queue, and a simple criterion

based on the minimum Hamming distance is used to build a

lookup table which associates all possible multicast fan-out

sets with one of the eight destination queues. The reference

fan-out sets for the eight queues are shown at queue-heads in

Fig. 6. For example, queue Q6 stores packets whose fan-out

sets are at minimum distance from the fan-out set comprising

destinations 2 and 4. For each packet entries in the queues

comprise a pointer to the SDU and the corresponding fan-out

set. The fan-out set of the HOL packet can be a residual, since a

fan-out-splitting service policy [17] is implemented according

to which destinations in the fan-out set may be reached with

more than one transmission.

The length of each queue is stored in a special register file

( ). On the rising edge of the slot synchronization

signal, the channel state is acquired by the -monitor. In Fig. 6,

an available wavelength is coded by a logic “1”, in this example,
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Fig. 5. Topology of the RingO testbed.

and are not available. A bitwise AND operation is

computed between the channel state vector and the residual

fan-out set vector of the HOL packet of each queue. The

result is loaded into a support vector. Some queues cannot be

chosen for transmission (in the example Q1, Q3, Q6) because

all the wavelengths of their fan-out set are not available. The

next step is to find the queue with maximum length among

queues having transmission possibility. The maximum length

is found by a tournament algorithm. Transmission requests of

the “winner” queue, in the example Q4, have to be served in

accordance with the channel wavelength availability. Our a

posteriori packet selection policy, thus selects, among HOL

packets that can be transmitted to at least one destinations

in the fan-out set, the packet belonging to the longest queue.

It is demonstrated that this choice guarantees the maximum

throughput when the inputs and outputs are not overloaded

[13], i.e., when no node is transmitting nor receiving more

than the capacity of one channel. In the example, the node

controller enables laser 1 and laser 3 to transmit, and sends

the PDU of the first packet in queue 4 to the external laser

modulator. The last step is to refresh the queue content. In

the example, the fan-out set of the first packet in queue 4

has to be changed from 1110 to 0100 because is the

only transmission request not served. When all transmission

requests are served, the packet is removed from the queue-head.

The control logic takes about 370 ns to do all these opera-

tions. Hence, an optical delay line of about 75 m was placed in

the node demonstrator between the point where -monitoring is

performed and the point where the locally generated packets are

inserted (see Fig. 3).
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Fig. 6. Node controller logical structure.

V. RINGO SCALABLE ARCHITECTURE

An important limitation of the two previously presented

RingO architectures is the fact that the number of nodes must

not be greater than the number of wavelengths available on

the ring, i.e., . This largely impairs the scalability

and the flexibility of our proposal. This observation leads

us to the introduction of the third design for RingO nodes,

which overcomes the above limitation by means of statistically

time multiplexing packets to several destinations on the same

wavelength channel (that is, the same wavelength can be used

to transmit to different nodes). This can be achieved without

changing the node’s hardware in a significant way: the same

basic node architecture, with fast tunable transmitter and a fixed

receiver can be used, as discuss below.

A possible physical node architecture, with nodes and

wavelengths, when are shown in Fig. 8. The

major difference of this new design is the separation between

resources devoted to transmission and resources devoted to

reception. Transmitted packets traverse the ring a first time,

are switched to the reception path, and then received during

a second ring traversal. The transmission/reception separation

can be obtained in wavelength (using different wavelength

bands), in time (using different time frames), or in space (using

two different fibers). We pick here the third option because it is

easier to implement. This means that two physical fiber rings

are used (see Fig. 7): packet transmissions occur on the first ring

and receptions occur on the second ring. At some point, the two

rings are interrupted and a connection between the transmission

ring and the reception ring is done. This means that the ring is

indeed transformed into two busses or into a folded bus, with

Fig. 7. Scalable architecture of the RingO network: two fiber rings topology.

significant advantages from the optical transmission viewpoint.

Note that also in previous node designs the ring was broken into

a set of staggered busses, one per wavelength, terminating at

different receivers (each receiver terminates one wavelength).

A given node must not drop from the ring the packets carried on

its own receiver wavelength, and should select them (possibly

in the electronic domain) according to a destination address.

The architecture of Fig. 8 requires extra optical capacity in

the network, but no increase in the node complexity, nor in the

capacity of transmitter and receivers, and of the data path to-

ward applications. A negative effect of this transmission/recep-

tion separation is the loss of the space reuse capability typical of



1568 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 22, NO. 8, OCTOBER 2004

Fig. 8. Third structure of RingO nodes based on two fiber rings.

ring topologies. The two previous RingO architectures did not

exploit space reuse on WDM channels due to the presence of a

single receiver per channel. Space reuse becomes instead pos-

sible with multiple receivers per WDM channel. Space reuse

can bring a significant throughput gain, which depends on the

traffic distribution, it is around 100% in uniform traffic with a

large number of nodes, less for hot-spot client/server traffic, but

more for highly localized traffic.

The loss of the space reuse opportunity is the price that

has to be paid with multiple receivers per channel if no op-

tical switching in the data path is introduced. Indeed, another

possible RingO architecture is currently under investigation,

which keeps the single-ring topology of Fig. 1, and selectively

drops packets at a receiver depending on destination addresses,

allowing space reuse. To this end, at least two significant extra

features should be added to the architecture of Fig. 8: an optical

packet header, to carry the information on the packet destina-

tion, and a fast optical switching functionality to select packets

to be dropped. Such an approach needs much more careful

design of the physical layer. Moreover, fast optical switches

are far from being mature components, so that this solution has

been not further analyzed in this paper.

Another important feature of the architecture considered in

this section is the fact that single-fault recovery comes at no

extra cost, as discussed later in Section VI.

From a physical layer perspective, the architecture shown in

Fig. 8 simplifies even more the node input–output optical path,

which now consists only in (possibly sparse) EDFAs and op-

tical splitter/combiners, while optical filters or add-drops are

avoided. As discussed in Section III, the reduction of the com-

plexity of optical components on the data path greatly reduces

physical impairments such as PDL and self-filtering. Moreover,

the two-fiber topology shown in Fig. 7 does not generate optical

loops, thus avoiding potentially detrimental effects such as ASE

noise recirculation, ring lasing, etc.

A. Allocation of Receivers to WDM Channels

From a network dimensioning perspective, since more than
one node can receive on the same wavelength, a decision

problem arises concerning the allocation of the different re-

ceivers to WDM channels. Good solutions to this problem
should aim at equalizing the load on the different channels, that

is the maximum load among all channels must be minimized.

It is straightforward to notice that the solution of the node

allocation problem depends on the traffic on the network. Al-
though this traffic matrix could be dynamically estimated, we

suppose for simplicity that the traffic matrix is known.

The problem can be formalized in terms of integer linear pro-

gramming (ILP), and it can be shown to be equivalent to the
well-known problem of scheduling jobs on identical parallel

machines, which falls in the class of NP-hard problems [18].

The problem states that given wavelengths and nodes, the

receiver bandwidth load can be expressed as

where represents the transmission rate of node and, its

transmission probability to node . A set of control variables
can be defined, where

iff node receives on wavelength

otherwise

Receivers allocation is to be done trying to mini-

mize , i.e., the load on the most loaded wavelength

. Thus, our problem formulation

becomes

Minimize

subject to the following constraints:

(1)

(2)

(3)

Equation (1) ensures that no wavelength has a load larger than

. Equation (2) ensures that each receiver must be allocated

to only one wavelength.

Performance results are plotted in Fig. 9, where a scenario
with 16 nodes and 4 wavelengths (four for each fiber ring, since

we obtain transmission/reception separation using separated

fiber rings) was simulated. In this simple scenario, two nodes

named servers transmit at high load, equal to the capacity of one
wavelength per server, with equal probability to the remaining

14 nodes, called clients. Client nodes transmit only to servers

at a lower rate, equal to 1/14 of the channel capacity. Hence,

the input and output load for all servers and for all clients are
the same.

In Fig. 9, we show the throughput versus input load (both

normalized to the available network capacity) for three different

modes of allocating nodes to wavelengths. In particular, we
compare the optimal receiver allocation obtained with the ILP
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Fig. 9. Normalized network throughput versus input load for three different
allocations of node receivers to WDM channels.

model described above with two other allocations. In the first

one, called random allocation, each node is randomly allocated

to one of the available wavelengths. In the second one, called
simple allocation, we force that the number of allocated nodes

on each wavelength is the same. We can observe that a nonop-

timal solution to the allocation problem may lead to significant

reductions of the total network throughput.

The complexity of the optimal solution may be too large. We

sketch a simple but effective heuristic (for the scenario of Fig. 9
it provides the same solution of the ILP model) that solves the

problem of receiver allocation with a low complexity [it can be

shown to be ]. The algorithm follows the next

three steps.

Step 1) Order all receiver loads as a nonincreasing se-

quence.
Step 2) Allocate the first receiver of the sequence on the

least loaded wavelength, and delete it from the se-
quence.

Step 3) If the sequence is empty, then EXIT; else GOTO
Step 2).

This algorithm is known, in operational research, as longest pro-

cessing time (LPT) [18].

Despite the fact that the traffic matrix upon which the receiver
allocation is chosen must be known a priori, it can show varia-

tions over time, i.e., it can behave as a dynamic matrix. In this

case, it may be worthwhile to reallocate receivers dynamically in

order to keep the network in an optimal operation point. One ele-
gant way of achieving this result is to introduce (slow) tunability

in node receivers. This tunability does not need to be fast, and

does not need to track packet-by-packet variations. Low-cost

devices available today (e.g., mechanical or thermo-optic fil-
ters) can be suitable to implement this slow receiver tunability

feature. It is out of the scope of this paper to deal with prob-

lems concerning reconfiguration issues, but it should be clear

that a tradeoff arises between keeping the receiver allocation
well matched to the dynamic traffic matrix to optimize perfor-

mance, and throughput losses due to blackouts when receivers

are tuning.

Fig. 10. Logical functionalities (a) for normal nodes and (b) for the nodes
around the bus folding point (or the faulty section).

VI. FAULT RECOVERY

The node architecture described in the previous section has

interesting fault recovery properties. The capability of recov-

ering faults is considered an essential feature in all high-speed

networks. Recovering from single faults requires biconnected

topologies and bidirectional rings are the simplest such topolo-

gies. Ring-based networks typically require two counterrotating

fiber rings to be able to protect single faults.

In the design of Fig. 7, we already have two counterrotating

fiber rings, and single-fault protection can be provided by logi-

cally moving the folding point between the transmission bus and

the reception bus to just before the fault (which can be either a

fiber cut or a node failure) on the transmission bus. Although we

did not discuss synchronization issues in this paper, around the

folding point between two busses, and more precisely at the be-

ginning of the transmission bus, the slot synchronization infor-

mation must be injected in all wavelength channels. Fault pro-

tection implies equipping all nodes with this capability, and en-

abling it only at the first node of the transmission bus. Fig. 10

logically depicts the switching and synch signal generation ca-

pabilities that should be available at all nodes to recover from

single faults. Note that switching must not necessarily be very

fast: a reasonable target for error recovery is the SONET/SDH

50 ms figure. We do not further discuss on this issue due to space

limitations, but proper fault detection procedures, fault signaling

protocols, and fault recovery algorithms must be identified and

implemented. Although this architecture does not allow space

reuse, we observe that, in presence of a fault, all current traffic

can be rerouted in the restored topology (i.e., overloading is

avoided); the same is in general not true when rings exploiting

space reuse are to be protected.

In absence of faults, the position of the folding point can be

selected according to straightforward algorithms, and the con-

figuration of the nodes around the folding point are exactly the

same as for the nodes around a faulty network section.

As previously noted, however, the nice property of the archi-

tecture depicted in Fig. 8 is the sharing of network resources

between the multireceiver per wavelength feature, and the fault
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recovery mechanisms. We also remark that no additional trans-

ceivers are required for fault protection, and that the amount of

fiber for protection is minimal.

VII. CONCLUSION

Metropolitan area networks are an arena where researchers

and network architects have the opportunity to speculate on the

best utilization of optical technologies in the implementation of

switching and control functions.

Our work was motivated by the trust that optical packet trans-

mission, though not yet standardized and commercially avail-

able, may become in the medium term a promising alternative to

the current approach of building WDM networks with a high de-

gree of fast circuit-switching reconfigurability, but where packet

switching is still completely handled at the electronic level. At

the same time, we do not believe that all packet switching func-

tions can be completely moved from the electrical to the pho-

tonic domain in a reliable way without fundamental improve-

ments in optical components technology. A good compromise

between the two domains (optical and electrical) is the major

goal of the RingO project presented in this paper.

We have presented three alternative node designs, which ex-

hibit several common features, but trace an evolutionary path

toward a final design that can be engineered in a successful and

cost-effective manner. Several important issues (e.g., signaling

for fault recovery, synchronization) were not discussed in this

paper due to space limitations.

An interesting contribution of the RingO architecture was the

definition of the access protocol, which builds upon previous ex-

periences in scheduling packets in input-queued switching ar-

chitectures, and offers good performance at complexities that

are compatible with available technologies, as proved in our lab

experiments.
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Abstract

During the second year of the ADONIS project, the University of Trento Research Unit
concentrated its activities on these two main topics:

• Impact of traffic elasticity on dynamic grooming algorithms in IP over Optical
networks

• The definition of a formal framework for dynamic grooming policies

The IP protocol and optical transmission techniques are going to play a fundamental
role in the next generation Internet. It is a widespread prediction that all other interme-
diate network management layers (ATM, SDH, SONET, . . . ) will gradually disappear,
leaving a scenario where IP packets are carried directly on high speed WDM-based
optical connections, the so-called IP over Optical (IPO) network. In this scenario, the
interaction between routing and control of the circuit-switched optical network and
that of the packet-switched IP network is of the utmost importance for the end-to-end
performance and the efficient use of network resources.

Traffic grooming is the multiplexing capability aimed at optimizing the capac-
ity utilization in transport systems by means of the combination of low-speed traffic
streams onto high-speed (optical) channels. This problem is a variant of the well-
known virtual topology design problem and has received a lot of attention in recent
years (see [1] for a review).
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There are two main approaches to study traffic grooming: static and dynamic.
Static grooming refers to some network usage optimization when the traffic matrix
is known in advance and it was proved to be an NP-hard problem. Dynamic grooming
is a routing problem in a multi-layer network architecture, since the objective is to find
the “best” path to route traffic requests arriving dynamically to grooming nodes. In this
case equivalent requests arriving at different times may be treated differently because
of different network conditions.

In IPO networks, IP routers are attached to an optical core network and connected to
other peers via dynamically established lightpaths [2]. Considering the control plane,
different architectures can be envisioned according to the amount of information ex-
changed between the IP and optical layer. RFC 3717 defines three interconnection
models: overlay, augmented and peer. In the peer model, the topology and other net-
work information are completely shared in a unified control plane, while in the overlay
model, each layer performs its own routing functions because no information is ex-
changed between them. An intermediate architecture is the augmented model, where
some aggregated information from one routing instance is passed to the other.

The peer and the augmented models are appealing because they allow running an
integrated routing function, by using, for instance, an auxiliary graph, as done in [3].
However, both models do not seem feasible in the near term due to the tight integra-
tion between the two levels and scalability issues regarding the amount of exchanged
information. The overlay model is instead technically feasible, because it only requires
the definition of an interface between the IP and optical level and dynamic lightpath
capabilities in the optical level, which are being experimented in laboratories and re-
search projects [4]. Surprisingly, most of the dynamic grooming algorithm proposed
in the literature implicitly consider such models [3, 5, 6, 7], while only a few dynamic
grooming algorithms based on the overlay model have been proposed so far [8, 9].
These papers explore the two extreme policies of privileging always the optical level
exploitation or the other way around. In [7] the authors propose new algorithms that
improve performance in the overlay model with respect to [8] and in the augmented
model with respect to a grooming algorithm in peer models proposed in [5].

All these works, however, simply disregard the elastic nature of TCP/IP traffic: IP
over WDM is indeed modelled like a traditional circuit switched traffic.

As shown in [10], considering the adaptivity of traffic has a deep impact on the
network performance and on routing algorithms in particular. The reason lies in the
feedback nature of the interaction of elastic traffic with the network: the network status
(e.g., congestion) induces a reaction in the source behavior that, depending on the
control signal1 can be a positive or a negative feedback. It is obvious that a positive
feedback has, to say the least, a noxious impact on performance, because congestion,
or any other performance detrimental status, is exasperated by the positive feedback.

As usual in closed loop systems with delay, the nature of feedback (positive or
negative) can change with changing conditions, so that, for instance, a negative feed-
back at low loads can change to a positive feedback at high loads, leading to instability
phenomena.

1We use the term “control signal” though it is not necessary to have a notification protocol to have feed-
back. Implicit signals, network measures, or simply source-destination interaction can carry the feedback
information.



Paper [11] investigates how traffic elasticity impacts on some basic grooming al-
gorithms and assesses their performance in dynamic networking scenarios where the
optical and IP level of the network interact with one another. The problem is rather
complex, since it requires to take into account how competing groomed flows inter-
act, e.g., sharing resources following a max-min criterion, as well as how the optical
management plan behaves and assigns resources to traffic relations.

Elasticity in groomed traffic can arise due to a number of reasons and in very dif-
ferent scenarios. In emerging metro-area optical network, the foreseen trend is a very
dynamic and aggressive use of optical paths, thus leading to traffic relations that are
very close to a simple host-to-host IP flow2.

In more traditional wide-area optical networks, where it is generally assumed that
traffic relations are peering contracts between operators with highly aggregated flows,
the elasticity still arises from the fact that all the flows within a traffic relation are
elastic: if congestion arises, then all flows react by reducing their offered load and the
result is the overall elasticity of the aggregation.

Two very simple grooming algorithms have been considered, one privileging the
opening of new optical paths, named OptFirst, the other one privileging the use of the
already available IP logical topology, named VirtFirst.

In both grooming algorithms the impact of elastic traffic, included with a sophisti-
cated model in the simulations tool, is dramatic, showing clearly that approximating IP
traffic with CBR-like traffic can lead to wrong conclusions when routing and groom-
ing are considered. The different performance induced in the network by the elastic
traffic is such that conclusions drawn with traditional traffic models can be completely
misleading.

The focus of the paper was on the impact of the traffic elasticity, thus little attention
was placed on the “suitability” of the grooming algorithms analysed. Both the OptFirst
and VirtFirst algorithms, however, have clearly shown that they are not suited for the
management of an IP over WDM network, since the lack of coordination between the
IP and the optical level leads to waste resources. As shown on the NSFNET topology
the OptFirst policy may even lead to block requests with very low network loads be-
cause a very aggressive use of optical resources may lead to IP-level virtual topologies
that are not completely connected.

A second contribution [12] builds upon the previous one, proposing a comparative
study of dynamic grooming algorithms in realistic scenarios with a data-based traf-
fic model including elasticity, together with the simulation tool (GANCLES) used to
perform it.

The first part of this contribution is devoted to GANCLES presentation [13], high-
lighting its innovative features and the management of different architectural models
of IPO networks through the explicit simulation of the optical and IP network levels.

The second part discusses instead performance results of different dynamic groom-
ing algorithms on two topologies: a ring and a modification of NSFNet. First of all it is
shown how the traffic model impacts on results. Then several performance indices, in-
cluding the throughput of elastic flows, the probability that the service they receive falls

2We are not interested here in discussing whether such flows are based on UDP, TCP or whatever other
transport protocol, we just notice that any recent discussion and proposal on transport protocols includes
elasticity and end-to-end congestion control



below an acceptable threshold causing the flow starvation, and fairness are compared
for the chosen grooming policies assuming an overlay IPO model.

The results show that the presence of a double network layer (optical and IP) does
not alleviate traditional fairness problems associated with best-effort, elastic traffic.
Some form of compensations are possible through the use of smart grooming policies;
however, in an overlay model, where no information is shared between the optical and
the IP level, it is not easy to find the appropriate and definitive solution.

Further studies on dynamic grooming enabled by GANCLES include comparison
between different IPO architectures, studying what is the amount of information that
needs to be exchanged to allow “intelligent” resource use. In addition, grooming strate-
gies, policies, and algorithms can be implemented and studied in the simulator as we
did for the HopCons policy that, although very simple, allows overcoming some of the
shortcomes of OptFirst and VirtFirst. Finally, one major question is related to the use
of QoS routing either in the optical or IP network layer in order to understand how
“intelligent” routing strategies do interact one another through grooming policies.

A third contribution [14] introduces a formal description of dynamic grooming poli-
cies based on graph theory, clearly defining the limits between grooming in overlay
architectures and grooming in peer or augmented architectures, where there is total or
partial integration of the optical and IP control planes.

Furthermore a family of grooming policies based on constraints on the number of
hops and bandwidth available at the virtual topology level are defined and analyzed in
different regular and irregular topologies, discussing parameters setting and the impact
of the number of available wavelengths per fiber on the grooming policy. It has been
shown that dynamic grooming policies previously presented in literature are particular
cases of the family we defined, and that it is possible to define grooming parameters
that lead to good performance regardless of the topology and that allow good scaling
with the amount of optical resources.

The impact of traffic engineering techniques applied at the optical or IP level was
discussed, highlighting that constrained based routing techniques in the IP level, which
is characterized by quicker dynamics, ensures better performance with respect to the
use of adaptive routing in the optical level. In any case the well known problem of per-
formance degradation at high loads when constrained-based routing is used is present
also in IPO networks.

The activities presented here have been developed thanks to the collaboration with
Zoltan Zsóka, from the Department of Telecommunications of the Budapest University
of Technology and Economics.

In the next references section, we report all the publications that are related to this
project. Items in boldface are publications generated at Università di Trento in the
second year of the Adonis project.
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Abstract— Traffic grooming in IP over WDM networks intro-
duces a coupling between the optical and the IP layer. Grooming
algorithms are normally studied with a very simple traffic model
that completely ignores this interaction. This paper compares
the performance of two simple grooming algorithms with a
traditional, Poisson based traffic model and a more complex one
that takes into account the IP traffic elasticity and the inherent
interaction between IP and the optical layer. Simulation results,
supported by heuristic considerations highlighting the interaction
effects, show that ignoring the two layer interaction may lead to
wrong conclusions and waste of resources.

I. INTRODUCTION

IP over WDM is one of the racehorses that pulls the train

of large bandwidth networking. New services are continuously

deployed over IP, and WDM evolution [1], [2] provides the

transmission speed needed to pump the information through

the network. One of the main issues in IP over WDM

architectures, is the traffic aggregation or grooming. The traffic

is generated as tiny trickles over IP, while the transmission pipe

over a single λ within an optical fiber is enormous.

Many grooming algorithms were proposed in recent years

(see [3], [4], [5] to cite just a few), and compared one another.

Some works assume static grooming [5], [6], and generally

tackle the problem with some optimization technique, while

others assume that grooming is dynamic [4], [7], [8], [9]. All

these works, however, disregard the elastic nature of TCP/IP

traffic: IP over WDM is indeed modeled like a traditional

circuit switched multiplexing problem!

As shown in [10], considering the adaptivity of traffic has a

deep impact on the network performance and on routing algo-

rithms in particular. The reason lies in the feedback nature of

the interaction of elastic traffic with the network: the network

status (e.g., congestion) induces a reaction (feedback) in the

source behavior. If the feedback is positive it has, a noxious

impact on performance, since congestion, is exasperated by

the positive feedback.

As usual in closed loop systems with delay, the nature

of feedback (positive or negative) can change with changing

conditions, so that, for instance, a negative feedback at low

loads can change to a positive feedback at high loads, leading

to instability phenomena.

The aim of this paper is to investigate how traffic elasticity

impacts on grooming. The problem in itself is rather complex,

This work was supported by the Italian Ministry of Education and Research
(MIUR) through the GRID.IT and ADONIS projects, and by the Hungarian
Italian Intergovernmental S&T Cooperation Programme ’04–’07 (I-17/03).

since it requires to take into account how competing groomed

flows interact one another, e.g., sharing resources following

a max-min criterion, as well as how the optical management

plan behaves and assigns resources to traffic relations.

Elasticity in groomed traffic can arise due to a number of

reasons and in very different scenarios. In emerging metro-

area optical network, the foreseen trend is a very dynamic

and aggressive use of optical paths, thus leading to traffic

relations that are very close to a simple host-to-host IP flow.

In more traditional wide-area optical networks, where traffic

relations are peering contracts with highly aggregated flows,

the elasticity still arises from the fact that all the flows within

a traffic relation are elastic: if congestion arises, then all the

flows will react reducing their offered load.

II. GROOMING ALGORITHMS

The network architecture considered in this work is IP over

WDM with dynamic optical routing, i.e., optical paths are

opened on demand. We assume an overlay model [11].

The optical level is based on Optical Crossconnects (OXC)

interconnected by fiber links. Routing is shortest path with

First-Fit wavelength assignment for the establishment of light-

paths. OXCs do not have wavelength conversion capabilities.

The search for a lightpath is greedy, but it is terminated when

a predefined maximum number of crossed links Nl is reached.

This threshold is very important both to limit the complexity

of routing and wavelength assignment and the waste of optical

resources on very long lightpaths.

The IP level assumes traditional routers with shortest path

routing based on the number of hops. An optical path is seen

as a single hop regardless of the number of OXCs it crosses.

There are two node architectures: i) pure OXC, which

allows to switch entire lightpaths from an ingress port to

an egress port; ii) Grooming OXC (G-OXC), which supports

sub-wavelength traffic flows and groom them onto wavelength

channels. A G-OXC is also an IP router. Low-speed traffic can

then be transmitted or received only in G-OXCs.

In this architecture, a path connecting two routers in the IP

layer is called a virtual or logical path, because it is created

over some established lightpath in the optical layer. IP traffic

dynamically follows the virtual topology build by the optical

level underneath. Using this information and the grooming

strategy defined below G-OXCs decide whether a new traffic

relation must be routed at the IP level or a new lightpath should

be opened.



The decision to route the incoming requests over the existing

virtual topology or to establish new lightpaths to create more

room for them can lead to different network performances. A

general analysis of different “grooming policies” is carried out

in [4] under the hypothesis of bandwidth-guaranteed (circuit-

based) traffic. When elastic traffic is considered, there is no

obvious upper limit to the possible number of flows which is

routed onto the existing logical layer. In this case, the need

for the establishment of new lightpaths must be introduced

based on some suitable parameter. We introduce a parameter,

called optical opening threshold tho, as a threshold on the

instantaneous throughput obtained by connections, defined as

a fraction of the peak rate BM required by each flow.

In this work we consider the following two grooming

policies.

Virtual-topology First (VirtFirst) — Each time a new IP

request arrives in some router, the current virtual topology

is considered first to route the request. If, once routed, the

amount of bandwidth for some flow (not necessarily the one

being routed) is less than tho, a new lightpath is set-up

between source and destination (if possible). If the setup is

successful, the IP request is routed over it (it is a one hop

route at the IP level) and a new virtual topology is computed at

the IP level. The new topology does not affect already routed

requests (i.e., no re-routing is considered), but will be used

for routing all new requests. If the new lightpath cannot be

set up, then the request is routed based on the current virtual

topology. Whenever a closing flow leaves a lightpath empty,

the lightpath is closed too (after a suitable timeout) and the

virtual topology is re-computed.

Optical-level First (OptFirst) — Each time a new IP request

arrives in some router, the G-OXC always attempts first to

set up a new lightpath in the optical layer, in order to route

the request over it. If no free wavelengths are available, the

incoming request is routed on the current virtual topology.

As in VirtFirst if a closing flow leaves a lightpath empty, the

lightpath is closed.

These two opposite policies have been often considered by

different authors to perform comparisons with new proposals

or to study the impact of some specific network constraints,

such as OXC node’s architecture. In this paper we considered

them to study the impact of elastic traffic and analyze whether

it affects them differently.

III. THE SIMULATION TOOL

The simulator we developed for this study, named GAN-

CLES is described extensively in [12] and a web page [13] is

maintained where the software is available. GANCLES is an

extension of the connection level simulator ANCLES [14].

Several improvements were made to ANCLES over the

years, some regarding the introduction of best-effort, elastic

traffic as described in [10] and some related to the introduction

of optical routing capabilities [15].

The key point required to jointly study the IP and the optical

level is the capability of handling both a physical topology (a

directed graph of links and OXCs) and a virtual topology (a

directed graph of virtual links and the routers embedded in

G-OXCs). The links of the virtual topology match lightpaths

provided dynamically by the lower level. Dynamic grooming

solutions presented in Sect. II (and others being added) corre-

late the optical and IP level during simulations.

Several routing and management schemes are available at

both levels. We use only very simple routing algorithms both

at the optical and at the IP level to highlight clearly the

interaction of grooming algorithms and elastic traffic.

When elastic traffic is considered, no admission control is

enforced, and no backpressure on traffic sources is available,

the network can become instable, as the number of flows

within the networks grows to infinity and their individual

throughput goes to zero. To avoid this risk, and to build a

more realistic scenario, we introduce a starvation threshold ths

expressed as a fraction of the peak bandwidth BM required by

the flow1. If at some time instant one or more flows receive

a throughput smaller than ths (due to the arrival of a new

flow), the elastic flow with the highest backlog is immediately

closed. An important performance meter is the rate of flows

interrupted this way. We call this meter starvation probability.

Notice that if admission control is enforced, this simply

means refusing the arriving flow instead of closing a flow as

just described. The two actions are however not equivalent,

because: i) the arriving flow may not be a starved one (e.g.,

has a smaller required BM ); ii) blocking is not influenced by

the flow dimension, while the starvation is higher for larger

flows (in bytes); iii) starved flows waste network resources and

may influence overall throughput, which is computed only on

completed flows.

A. Traffic Models

We introduce two different models of elastic traffic. Both

share the characteristic that a flow i arrives to the network

with a backlog of data Di to transmit and both include some

form of elasticity, though very different one another.

The first model, that we name time-based (TB), assumes that

the elasticity is taken into account only reducing the transfer

rate when congestion arises. The flow duration τi is determined

when the flow arrives to the network, based on its backlog Di

and its “requested bandwidth” BM i (e.g., the peak negotiated

rate, or the access link speed) τi = (Di)/(BM i). During

the connection lifetime bandwidth is then shared according

to the max-min criterion. Congestion reduces the throughput,

but the closing time is not affected. A consequence is that

the data actually transferred by a flow i is generally less than

the “requested” amount Di. This model is very simple and

does not grab all the complexity of the closed-loop interaction

between the sources and the network. It simply models the

fact that the more congested is the network, the smaller is the

throughput the flows get.

The second model, that we name data-based (DB), assumes

instead an ideal max-min sharing of the resources within the

network at any given instant. Flows still arrive to the network

with a backlog Di, but the acceptance of a new flow will

affect not only all the other flows on the same path, but indeed

1Notice that ths is structurally identical to tho introduced in Sect.II, but
its meaning is very different and its numerical value can be different too.



all the flows in the network, since the max-min fair share is

completely recomputed updating the estimated closing time

of all the flows in the network. The same applies when flows

close, freeing network resources. This model includes the most

important feature of elastic traffic, which is the feedback on

the flows duration. The more congested is the network, the

longer flows remain in the network. Congestion spreads over

time enhancing the possibility that still further flows arrive in

the network worsening congestion.

The DB model is more accurate, mimicking the behavior of

an ideal congestion control scheme; however, its complexity

and computational burden are larger, specially for high loads.

Investigating whether (or under which conditions) the simpler

TB model is accurate enough in the context of IP over WDM

with dynamic grooming, or if it leads to gross approximations

can be very important.

IV. NUMERICAL EXAMPLES

As we discuss in Sect. IV-B, the phenomena involved in

routing/grooming elastic traffic are complex, and often far

from intuitive. As performance parameters we consider the

following five: three at the IP level and two at the optical

level.

T : The average throughput per flow T =
1

Nc

Nc∑

i=1

Ti

where Nc is the number of observed flows. Notice

that in a resource sharing environment this is not the

average resource occupation divided by the number

of flows, since flows have all the same weight,

regardless of their dimension.

ps: The starvation probability as defined before.

Ro: The ratio between the opening rate of optical paths

and the arrival rate of flows at the IP level. It is a

measure of the optical level routing effort. For an

optical routed network without grooming Ro = 1,

while for a purely IP routed network Ro = 0.

Nlo: Average number of links per optical path.

The goal of a grooming algorithm is maximizing T while

minimizing ps, Ro and Nlo.

Before discussing results on a mesh topology, we highlight

some peculiar behavior of the VirtFirst grooming in a very

simple scenario, that will help in interpreting results in more

complex scenarios.

A. A Trivial Example

Consider the simple 3-node topology of Fig. 1 a), where only

a single wavelength per link is present and the active traffic

relations are only A–B, B–C, and A–C. Assume that VirtFirst

grooming is used and, starting with the network empty, the

following sequence of flows arrives: AB, BC, AC, AC, AC,

AC, . . . (AB identifies a flow originating in A with destination

B and so on). We set tho = 0.2 and ths = 0 and all flows

are able to fully exploit the optical path capacity. The average

throughput obtained by flows is represented by the solid line

with cross marks in Fig. 2 (this curve refers to the top x-axis

(numer of flows) and left y-axis (normalized throughput)), as
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Fig. 1. Simple 3-node topology used for the theoretic verification of results
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Fig. 2. Average throughput computed deterministically, via simulation and
with a simple stochastic model for the scenario depicted in Fig. 1 a)

can be easily seen following the logical topology evolution

reported in Fig. 1 b).

This example show that with VirtFirst grooming, it is

possible that T increases while the load increases due to

the interaction between the IP and optical layer. However,

a deterministic example is not enough to draw conclusions.

In order to investigate further in the behavior, we have set

up a simple (and approximate) queuing model of the same

scenario based on processor sharing queues that mimic the

max-min resource division. Details about the model can be

found in [16].

Fig. 2 reports, beside the simple deterministic example,

results obtained with the simple stochastic model and with

simulations (DB traffic model) for tho = 0.2. These two

curves are plotted versus the bottom (ρ) and right (absolute

throughput) axes. The simulation curve does not show the

same increase in throughput around the load ρ = 0.5 displayed

by the model (however, we have observed it for smaller

thresholds tho). The reason is that the dynamic routing of

flows makes the transition from routing the AC traffic mainly

through A–B and B–C to routing it mainly over A–C smoother

than in the approximate model. In this case we set ths = 0,

so that ps = 0. Given the simple scenario Nlo = 1, while Ro

and Nh are not of much interest.

This simple example give some insight on the complex

behavior of grooming associated with elastic traffic, which,

to the best of our knowledge was never observed in other

works, that, using constant-bit-rate like traffic models, cannot

observe throughput performance. In the following we study a

more realistic scenario, to gain more insight on grooming and
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elastic traffic interaction.

B. Results for a Mesh Topology

We present results obtained on the NSFNET network shown

in Fig. 3, which has 14 nodes and 21 fiber links. Each fiber

carry up to 4 wavelengths, and only 6 nodes out of 14 are

G-OXCs. Each wavelength has a capacity of 20 Gbit/s. A

traffic source is connected to each G-OXC, opening flows

with BM = 10 Gbit/s; each flow transfer data whose size

is randomly chosen from an exponential distribution with

average 12.5 Gbytes. A uniform traffic pattern is simulated,

i.e., when a new traffic relation is generated, the source and

destination are randomly chosen with the same probability;

ths = 0.1 in all simulations and tho = ths for the sake of

simplicity. All simulations are run until performance indices

reach a 95% confidence level over a ±5% confidence interval

around the point estimate. We have run simulations on other

topologies obtaining similar results, not reported here for lack

of space [16].

Fig. 4 presents a comparison of the average throughput T
obtained modeling best-effort traffic relations using the TB

approach (dotted lines) and the DB approach (solid lines)

when the two grooming algorithms VirtFirst (round marks)

and OptFirst (cross marks) are used. With the same graphic

rules, Fig. 5 reports the starvation probability. The difference

in performance results of the two approaches is striking.

Let’s consider first the OptFirst grooming policy. Both

approaches show T starting from 10 Gbit/s when the offered

load is low; however, they immediately diverge as the offered

load increases. Indeed, the DB traffic model shows much faster

decrease in T as soon as the offered load increases and this

is due to the spreading of congestion over time with a sort of
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Fig. 5. Starvation probability ps for the DB and TB traffic models for the
two grooming algorithms

snow-ball effect. On the contrary, the TB traffic model shows

a smoother decrease of the average bandwidth.

Analysing the starvation probability in Fig. 5 adds more

insight. When the traffic is very low (below 350 Gbit/s)

both traffic models show the same, very strange behavior:

the starvation increases and then decreases sharply. This form

of blocking is independent of the traffic model and it is due

to a very aggressive and dynamic use of optical resources

that sometimes leads to have no connectivity at the IP level,

i.e., a flow request arrive and there is no possible path,

neither optical, nor through multiple IP hops, between the

source and the destination. When the load increases, however,

lightpaths become more stable (because there is always traffic

keeping lightpaths open) and the probability that the virtual

topology is not completely connected becomes negligible. To

highlight the difference of this phenomenon from the real

starvation, in Fig. 5 the curves relative to it are plotted with

square marks. When the load increases further, the two traffic

models behavior diverges: the TB model show no starvation

at all, apart from points at very high loads, which show a

blocking probability around 10−6, while the DB model show

a starvation probability increasing steadily.

When considering the VirtFirst grooming policy instead, the

behavior of both traffic model is different from the previous

one. Both DB and TB T decrease sharply even when the

offered load is low, due to the conservative policy of VirtFirst.

In fact, VirtFirst sets up the minimum number of lightpaths

in order to guarantee the minimum network connectivity, and

keeps this configuration unchanged until some flow crosses the

starvation threshold ths. Only in this case VirtFirst increases

the resources at IP level by setting up new lightpaths. In

particular, the T for DB traffic relations decreases very rapidly,

causing an earlier set-up of new lightpaths compared to TB

traffic. This lead the DB traffic throughput T to “bounce”

taking advantage of the higher number of lightpaths in the

network, at a load much smaller than for the TB model, that

starts increasing again at higher loads. Obviously, both models

would show another (and definitive) decrease in T for higher

loads, not shown here. Notice that the starvation rate (see

Fig. 5) for the TB model is in this case always zero (apart from

a single point around load 900 Gbit/s), while the starvation

rate of the DB model increases steadily and shows a behavior
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similar to the DB model in the OptFirst case.

Fig. 6 shows the ratio Ro. As expected, when VirtFirst

grooming policy is used, Ro decreases quickly with the load,

indicating a burden for the optical level that does not increase

with the traffic (indeed, it might also decrease when the

load is high). When the OptFirst grooming policy is adopted,

Ro decreases slowly and smoothly, indicating a much higher

burden for the optical level.

Fig. 7, finally, plots Nlo. Once again the behavior of the

OptFirst policy is more predictable, with the number of links

that decreases steadily with the load, and roughly converges to

the weighted average distance in number of links between G-

OXCs. The VirtFirst policy shows instead very long optical

paths. This effect is due to the intrinsic behavior of this

grooming policy: most of the lightpaths set up by VirtFirst are

in fact never torn-down since they are carrying traffic almost

all the time. Then, when new lightpaths must be established, it

is more likely that they would be set up in the optical network

through longer routes.

V. DISCUSSION & CONCLUSION

This paper introduced the analysis of dynamic grooming

algorithms in IP over WDM with elastic traffic. The elasticity

of traffic interacts with the grooming algorithms as well as

with the routing both at the IP and optical level, leading to

unexpected results.

Two basic grooming policies were considered, one privi-

leging the opening of new optical paths (OptFirst), the other

privileging the use of the already available IP logical topology

(VirtFirst).

In both grooming algorithms the impact of elastic traffic,

included with a sophisticated model in the simulations tool, is

dramatic, showing clearly that approximating IP traffic with

CBR-like traffic can lead to wrong conclusions when routing

and grooming are considered.

The focus of the paper was on the impact of the traffic

elasticity, thus little attention was placed on the “suitability”

of the grooming algorithms analyzed. Both the OptFirst and

VirtFirst algorithms, however, have clearly shown that they are

not suited for the management of an IP over WDM network,

since the lack of coordination between the IP and the optical

level leads to waste resources. As shown on the NSFNET

topology the OptFirst policy may even lead to block requests

with very low network loads because a very aggressive use of

optical resources may lead to IP-level virtual topologies that

are not completely connected.

This observation open new and interesting questions on

the heuristics that dynamic grooming algorithms in IP over

WDM networks should pursue in order to optimize the use of

resources and, at the same time, maximize the satisfaction of

the end users.
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[16] E. Salvadori, R. Lo Cigno, Z. Zsóka, “Analysis of Elastic Traffic Effects
on WDM Dynamic Grooming Algorithms (extended version),” DIT-04-
091, 2004.
www.dit.unitn.it/locigno/preprints/SLZ4-91.pdf



Dynamic Grooming in IP over WDM Networks:

A Study with Realistic Traffic

based on GANCLES Simulation Package

E. Salvadori, R. Lo Cigno

Dipartimento di Informatica e Telecomunicazioni

Università di Trento
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Abstract— Dynamic grooming capabilities lies at the hearth
of many envisaged scenarios for IP over Optical networks, but
studies on its performance are still in their infancy. This work
addresses two fundamental aspects of the problem.

First of all it presents a novel tool for the study of IP
over Optical networks. The tool, freely available on-line, is
a network level simulator named GANCLES that includes
several innovative features allowing the study of realistic
scenarios in IP over Optical networking, making it an ideal
tool for Traffic Engineering purposes. GANCLES architecture
enables the simulation of dynamic traffic grooming on top of
a realistic network model that correctly describes the logical
interaction between the optical and the IP layer, i.e., the
mutual relationship between routing algorithms and lightpath
assignment procedures at the optical layer and routing at the
IP layer. Adding or removing lightpaths changes the logical
IP topology, which affects IP routing and traffic patterns. The
simulator allows for the description of Overlay, Augmented or
Peer IP over Optical architectures, depending on the amount
of information shared between the IP and optical domain.

Second it analyzes and discusses several performance indices
and aspects of different grooming policies in the IPO Overlay
model, using different traffic models, some of them including

elasticity of best effort traffic. Both regular and mesh topolo-
gies are analyzed, and results clearly show that the correct
evaluation of dynamic grooming policies in IPO networks
requires a sophisticated level of modeling, since simplistic
assumptions like Poisson traffic, or the incorrect representation
of the interaction of IP and Optical control planes, may induce
misleading results.

I. INTRODUCTION AND RELATED WORK

IP over WDM networks [1] are spreading very fast and

even tier 1 providers have begun to encapsulate IP packets

directly in the optical layer, avoiding the use of sophisti-

cated middle layers such as ATM (Asynchronous Trans-

This work is supported by the Italian Ministry of Education and
Research (MIUR) through the GRID.IT and ADONIS projects,
and by the Hungarian Italian Intergovernmental S&T Cooperation
Programme ’04–’07 (I-17/03); GANCLES is developed under the
E-NEXT NoE umbrella.

fer Mode) or SONET/SDH (Synchronous Optical NET-

work/Synchronous Digital Hierarchy).

The optical layer is managed through protocols like

GMPLS (Generalized Multi-Protocol Label Switching) [2]

or ASON (Automatically Switched Optical Network) [3],

while the IP layer is either integrated in a MPLS framework

or uses standard intra-AS IP routing protocols such as OSPF

or IS-IS.

Dynamic grooming of IP traffic over a wavelength routed

optical network means that the two routing layers (IP and

optical) interact, with deep impacts on Traffic Engineering

(TE) and QoS provisioning. The interaction nature depends

on the grooming algorithm, as well as on the amount of

information (if any) exchanged between the two layers. This

situation is very complex and its study is normally done via

simulations with a modeling effort to reduce the problem

complexity, e.g., without simulating packet level traffic,

but with fluid models. Sivalingam et al. have presented

an ns-2 based simulation tool for performance studies of

WDM networks [4]. This simulator does not consider the

problem of grooming and the WDM management layer is

seen as a logical layer on top of an IP network (the standard

ns-2 network layer) building virtual circuits on the packed

switched routing layer, thus its “philosophy” is completely

different from GANCLES.

From the perspective of performance analysis, a few

recent studies started considering the problem of dynamic

grooming [5], [6], [7], [8], [9], but, to the best of our

knowledge, only simplistic models of the network dynamics

associated to CBR Poisson traffic sources were used in these

studies. More traditional studies such as [5], [10], [11], [12]

are based on the simplifying assumption that the traffic is

static and “circuit-like.” In a previous contribution [13] we

discussed in detail the impact of realistic traffic models

on dynamic grooming, showing the inherent interaction be-

tween the IP and the optical layer and its effect on the overall

performance of the network. Traffic flows in this models



share the resources on a virtual topology path following the

max-min fairness criterion [14], thus mimicking the ideal

behavior of a bundle of TCP connections.

The contribution of this paper is twofold. In the first

part we present GANCLES, making it available to the

community for use in research and applications. A major

achievement in GANCLES is that it allows the study of the

interaction between four major drivers of the overall network

performance:�
The optical layer Routing and Wavelength Assignment

(RWA) algorithms;�
The IP level routing;�
The grooming policies used to mediate between the IP

level and the optical level;�
The adaptability of current data applications, that, being

based on TCP, modify the transmission rate following

the availability of resources.

In particular the clear separation of the IP and Optical

control planes, enables the correct definition of the IPO

model (peer, augmented, overlay) [15] addressed with the

simulation experiment, and the presence of elastic traffic

makes the experiments representative of IP over Optical,

relaxing the usual approximation based on CBR, bandwidth

guaranteed traffic.

In the second part we present results for different, albeit

not entirely new, dynamic grooming policies, comparing

their behavior and highlighting the scenarios, conditions and

performance indices that require proper, in-depth studies for

the assessment of dynamic grooming policies and architec-

tures. In this work we consider only the Overlay model, in

part because it is impossible to include all different facets

in a single work and in part because we think the Overlay

model is the only one which is technologically foreseeable

in the next future, and for this reason, the most interesting

from the implementation point of view.

The remaining part of the paper is organized as follows.

Sect. II describes thoroughly the simulation environment and

the innovative features we introduced to study dynamic IP

over WDM networks. In Sect. III we define some perfor-

mance figures of IPO networks which can be studied by

using GANCLES. Sect. IV is devoted to the discussion of

results, both in a ring and on the NSF topology; Sect. V ends

the paper and discusses future work enabled by GANCLES.

II. THE TOOL FEATURES AND ARCHITECTURE

GANCLES [16] is an event-driven asynchronous simu-

lator derived from ANCLES [17]. ANCLES has gradually

evolved over the years to allow the simulation of elastic

connections over IP networks, with a flow-level granular-

ity, as described in [18]. A separate extension allows the

study of different lightpath-level granularity in ASON-based

wavelength-routed networks [19].

GANCLES integrates the two network layers (from now

on: the data-layer and the optical-layer), thus allowing the

in-depth study of the interaction between them when a

multi-layer network environment such as IP over WDM

is considered. The objective of the simulator is to give

researchers a useful tool to study new algorithms and

protocols, to analyze network performance, to implement

traffic engineering criteria, and to design QoS provisioning

means in this multi-layer environment.

The simulator includes advanced tools to perform statis-

tical analysis based on the “batch-means” technique [20].

Simulation experiments are stopped when the desired accu-

racy is reached on a selected set of performance parameters.

The tool allows the computation of a large number of

performance indexes, both for the entire network and for

selected traffic relations. Some of them are illustrated in

more detail in Sect. III.

The network models simulated by the tool are composed

of instances of three basic entities.�
NODES, which perform the routing functions at the IP

and at the WDM layer, and implement the CAC and the

grooming algorithms; NODES can be either pure OXCs

(Optical Crossconnect), switching entire lightpaths, or

include an IP router on top of the OXC, allowing for

data-layer traffic injections/extraction and performing

grooming operations; these nodes are named G-OXC

(Grooming-OXC).�
CHANNELS, that accommodate the information transfer

between either adjacent NODES or USER-NODE pairs;

a CHANNEL can accommodate up to
�

independent

lightpaths.�
USERS, that acts as sources and sinks for the traffic

flowing through the network; USERS can be both

at the optical-layer, generating “circuit-like” requests

of entire lightpaths, and connected directly to OXCs,

or at the data-layer, connected to G-OXCs only and

generating sub-wavelength requests that can follow one

of three different “models:” i) traditional circuit-like

requests, ii) Time Based (TB) best-effort requests, and

iii) Data Based (DB) best-effort requests (See Sect II-C

for further details).

Simulations are specified with a formal grammar inherited

from [17] and named ND. The number of CHANNELS and

their data rates are expressed in number of fiber per link,

number of wavelengths per fiber and finally, transmission

capacity in Gbit/s per wavelength. The NODE architecture

is described in detail discussing the interaction between the

data-layer and optical-layer in Sect. II-B

A. IP over Optical architectures

One of the most important feature of GANCLES is en-

abling the implementation of dynamic grooming algorithms

which refer to different IP over Optical (IPO) architectures

as defined by RFC 3717 [15]. According to this RFC,

when considering the control plane of an IPO network,



three different interconnection models can be envisioned

according to the amount of information exchanged between

the IP and optical layer: Overlay, Augmented and Peer.

In the peer model, IP routers and OXC are considered

peer network elements, thus the topology and other network

information are completely shared by a unified control

plane. In the overlay model, each layer performs its own

routing functions since no information is exchanged between

them. An intermediate architecture between these two is the

augmented model, where some aggregated information from

one routing instance is passed to the other, in general only

from the optical to the IP layer, in order to allow this latter

to take more informed decisions when submitting requests

for additional resources.

The peer and the augmented model are appealing because

sharing the knowledge base between the two layers allows

running an integrated routing function, using, for instance,

an auxiliary graph, as done in [5]. The integrated manage-

ment enables a better usage of the overall network resources.

However, both models seem not feasible in the near term due

to the tight integration between the two levels and scalability

issues regarding the amount of exchanged information. The

overlay model is instead technically feasible, since it only

requires the definition of a clear interface between the IP

and optical level and dynamic lightpath capabilities in the

optical level, which are being experimented in laboratories

and research projects [21].

Due to its specific implementation characteristics, GAN-

CLES enables the study of scenarios with full, partial or

no exchange of information between the data-layer and the

optical-layer, therefore allowing the description of any of

the grooming algorithms proposed so far in literature.

B. Physical and Logical Topology Management and Inter-

action

As mentioned before, in GANCLES nodes can be pure

OXCs, that switch entire lightpaths from an ingress port

to an egress port, or they can be G-OXCs that support sub-

wavelength traffic flows and multiplex them onto wavelength

channels through a grooming fabric. OCXs and G-OXCs can

be mixed freely into a simulation experiment. It is possible

to have both full opaque or full transparent crossconnects.

Opaque OXCs allows full wavelength conversion; transpar-

ent OXCs have no conversion capabilities. Partially opaque

OXCs, with limited conversion capabilities, are being im-

plemented. A G-OXC is also a router, hence the transit

traffic (not terminated in the router), can be groomed with

incoming traffic. Sub-wavelength traffic can be generated

and received only in G-OXCs.

When considering a multi-layer environment, with con-

nections flowing between IP level nodes through an optical

network, we need to distinguish the physical topology and

the logical topology. The latter one is made of all the

lightpaths established between G-OXCs over the physical

topology according to some optical-level routing algorithms.

The logical topology is used for routing at the data-layer (IP)

and it is modified each time the grooming management en-

tity triggers the establishment or release of some lightpaths.

Simulation in GANCLES are driven by the USERS, which

collect requests from their associated call generators and

forward them to the network, while acting as destinations

for the connections coming from remote users.

ROUTING
IP

OPTICAL
ROUTING

GROOMING
POLICY

LOGICAL
TOPOLOGY

GENERATOR
TRAFFIC

DESCRIPTION
SIMULATION

ND

PHYSICAL
TOPOLOGY

Fig. 1. Logical interaction between different high-level modules
in GANCLES, the management of the optical-layer is mediated by
the grooming strategies and algorithms

Fig. 1 represents the interaction between different GAN-

CLES parts. A simulation starts after GANCLES has ac-

quired the simulation experiment description in ND. The

description includes: (i) the network topology in terms of

a weighted graph connecting USERS and NODES through

CHANNELS; (ii) the traffic relations between USERS and the

statistical characterization of sources; (iii) the selection of

the routing, CAC and grooming algorithms adopted for the

simulation run; (iv) a number of options concerning both the

network operation and the simulation session management;

(v) the performance indices to be measured.

When the simulation starts an optical-layer function in-

dependent from the selected RWA algorithm defines the set

of available physical paths for each pair of OXCs/G-OXCs

ordering them according to some specific criterion. Only

this set can be used by the routing algorithm, reducing the

routing problem complexity.

Every time a new lightpath is added or removed from

the network by the optical-layer, the data-layer (logical)

topology is changed. As done at the optical-layer, also in

this case the set of possible logical paths between each G-

OXC (router) pair is computed following a user-specified

criterion. This task is extremely critical, because path-

computing is very time consuming, hence the path selection

criterion must be carefully defined depending on the data-

layer routing algorithm selected (e.g., only one path need to

be computed if Fixed Shortest Path routing is used).



Notice that the overall setup (and performance) of IPO

networks is heavily influenced by technology constraints.

We already mentioned opaque or transparent OXCs, but

other constraints, such as simplex- or duplex-only lightpath

management also come into play at the optical-layer. Similar

constraints may arise if TE techniques are used at the data-

layer. GANCLES allows the simulation of an arbitrary mix

of these constraints.

Each time a USER generates a connection request, the

grooming entity decides whether: (i) route it over the current

topology; or (ii) ask the optical-layer to open one or more

lightpaths (thus modifying the logical topology) and then

route the request at the data-layer. In the first case, a data-

layer CAC algorithm (if any) is executed for each of the

paths being considered by the data-layer routing algorithm;

if no path is found to route the incoming request in agree-

ment with its QoS requirements, the request is dropped. In

the second case, after the logical topology modification, the

same data-layer routing and CAC are applied. As a general

rule, in this case a connection can be refused only if the

optical-layer was not able to modify the logical topology

meeting the grooming algorithm requirements. For each

request the grooming procedure may require an arbitrary

mix of actions of type (i) and (ii), depending on the

complexity of the algorithm implemented and on the model

(peer, augmented, overlay) assumed for the IPO.

The interaction between the optical-layer and the data-

layer lies at the core of dynamic grooming problems. This

interaction is described in GANCLES (as in real networks)

by the optical/IP control interface within G-OXCs. This

simple and clear, though realistic, interface implementation

is one of the innovative features of GANCLES.

Modifying the logical topology, the question arises

whether all the traffic is re-routed or if only new connections

follow the new available routes. GANCLES presently as-

sumes the second option, but its modification for re-routing

is trivial.

When an active connection terminates, the corresponding

resources in the logical topology are released. This operation

can lead to the release of some lightpaths if they are not

carrying traffic anymore. In this case, paths at the IP level

need to be recalculated again over the new logical topology.

The specific lightpath releasing criteria (e.g., a given time-

lapse without traffic) can be specified by GANCLES user.

GANCLES implicitly assumes the utilization of a sep-

arated control plane (e.g., GMPLS) to keep each node

informed of the network status. The control traffic is not

considered in the performance measures.

C. Traffic Sources

The present release of GANCLES provides different types

of call generators at both the data-layer and optical-layer.

Each connection request is associated with the identifier of

the destination USER, which is chosen accordingly to the

traffic relations specified for the experiment.

The main traffic models implemented for the data-layer

USERS are: CBR, ON-OFF CBR, Uniform VBR, Video

VBR or Best-Effort with TB and DB model (see [17]),

while for the optical-layer USERS it is possible to generate

lightpath requests according to Poisson traffic generators,

but it is also possible to generate permanent and semi-

permanent lightpaths (see [19]), a feature that enables

adding constraints or static portions to the logical topology.

Since GANCLES has been developed mainly to study the

interaction between IP (as data-layer) and the optical-layer,

a more detailed explanation of the elastic traffic features

of Best-Effort USERS is needed. As a general rule IP does

not implement CAC functions and the congestion control

is done reactively by TCP. As we discussed in [13] the

elastic nature of present-day data applications cannot be

disregarded if dynamic grooming is considered, because

the feedback introduced by the closed-loop nature of TCP

(and traffic aggregation does not destroy the feedback)

has an enormous impact on the overall performance. We

introduce two different models of elastic traffic. Both share

the characteristic that a flow � arrives to the network with a

backlog of data ��� to transmit. Both include some form of

elasticity, though very different one another.

The first model, named time-based (TB), assumes that

the elasticity is taken into account only reducing the transfer

rate when congestion arises. The flow duration is determined

when the flow arrives to the network, based on its backlog

��� and its peak transmission rate ��� � (e.g., the access link

speed) � �	� ���
� � �

. The effect of congestion is just that the

throughput of flows is reduced, but their closing time is not

affected. A consequence of this behavior is that the data

actually transferred by a flow � is generally less than the

“requested” amount �
� , thus reducing the actual network

load and relieving congestion. This model is very simple

and does not grab all the complexity of the closed-loop

interaction between the sources and the network.

A more accurate model, named data-based (DB), assumes

instead an ideal max-min sharing of the resources within

the network at any given instant. Flows still arrive to the

network with a backlog �
� and with a peak transmission

rate ��� � . The acceptance of a new flow will affect not

only all the other flows on the same path, but indeed all

the flows in the network, since the max-min fair share is

completely recomputed updating the estimated closing time

of all the flows in the network. The same applies when

flows close, freeing network resources. This model includes

the most important feature of elastic traffic, which is the

positive feedback on the flows duration. The more congested

is the network, the longer the accepted flows remain in the

network.

Without a CAC, at high loads the network can become



instable, as the number of flows within the network can

grow to infinity and their individual throughput goes to zero.

To build a more realistic scenario, a second attribute has

been introduced to characterize any IP flow � : a minimum

requested rate ����� . If at any time the bandwidth assigned

to flow � falls below it, then flow � closes and is counted

as a “starved” flow, because the network was not able to

guarantee its correct completion. The attributes � ��� and��� � are included in some SLA (Service Level Agreement)

at the IP/Optical interface (see [22] for initial works on

Optical-SLA).

A new performance measure can therefore be introduced,

called the starvation probability 	�
 , which complements

more traditional metrics such as throughput, blocking prob-

ability, optical-layer overhead in opening and closing light-

paths, etc.

D. Routing Algorithms

Inheriting the terminology in [17], whatever criterion is

used to order the paths at both the optical-layer or data-layer,

a primary path is always defined for each pair of NODES.

All the other allowed paths are referred to as secondary

paths.

Data-layer Routing Several alternatives are available to

route calls at data-level so as to take into account the

dynamic load of the network. An important property of

GANCLES is the possibility to simulate both source-based

(e.g., MPLS-like) or hop-by-hop routing.

The following list enumerates the main routing algorithms

implemented in GANCLES. The reader is referred to [17]

for more details on this part and the relative references to

the literature.� Single Path Routing: only the primary path between

the nodes is considered to route the connection. This

is also known as Fixed Shortest Path.� Controlled & Uncontrolled Alternate Routing: if there

is no space for the connection along the primary

path, the secondary ones are investigated with different

constraints (see [23] for details).� Minimum Distance Routing: for each source-

destination pair, the path 
 is chosen that minimizes

the following quantity: ����� � ���
�
�
�
�

where �
�

is the

max-min fair bandwidth that is available to a new

connection over link � belonging to path 
 (see [24]

for details).� Widest-Shortest Routing: this algorithm first identi-

fies the minimum-hop-count paths and breaks ties by

choosing, among the paths with the minimum hop

count, the one with the maximum available bandwidth

(see [25] for details).

Optical-layer Routing There are different static and dy-

namic algorithms implemented for the routing of optical-

layer requests. In the following only single-path routing

algorithms are described, but the tool provides also for

protective routing, with both dedicated or shared protection

mechanisms (see [19] for more details).

If we use opaque OXCs, the wavelength continuity is

necessary only in the transparent sections, i.e. the part of

route connecting two opaque nodes. Allowing wavelength

conversion in the opaque nodes implies that the wave-

length assigned to the connection can be different in each

transparent section. The main optical routing algorithms

implemented in GANCLES are:� Fixed Shortest Path: it routes the lightpath request

always on the dedicated primary path between the

endpoints.� Shortest-Widest Path: it selects the paths with the

largest number of available optical channels; if there

are more possibilities, it routes the lightpath on the

shortest among them.� Alternate Shortest Path: it selects the shortest from

those paths where there is at least one wavelength

available.

Furthermore, Wavelength Assignment (WA) algorithms

can be freely associated to any routing. WA algorithms

include Random and First-Fit, and others can be added

easily if required (details and references on optical-layer

routing and RWA can be found in [19]).

E. Grooming Algorithms

Grooming policies are the ensemble of algorithms and

protocols that takes the decisions regarding possible changes

of the current logical topology each time a data-layer request

arrives or leaves the network. When new logical links need

to be installed, two factors must be determined: how many

of them must be set up and between which OXCs.

The decision to route the incoming requests over the

existing logical topology or to establish new lightpaths to

create more room for them can lead to different network

performances. A general analysis of different “grooming

policies” is carried out in [5] under the hypothesis of

bandwidth-guaranteed traffic within a peer IPO model.

When elastic traffic is considered, there is no obvious upper

limit to the possible number of flows which is routed onto

the existing logical layer. In this case, the need for the

establishment of new lightpaths must be introduced based

on some suitable parameter. We introduce this parameter,

called optical opening threshold ��� , as a threshold on the

throughput that the incoming request would achieve on the

selected route, defined as a fraction of the peak rate
� � �

required by each flow � present on the path analyzed.

Three grooming solutions are implemented in the current

version of the simulator:� Virtual-topology First (VirtFirst). This grooming algo-

rithm aims to open new optical lightpaths only if the



current virtual (logical) topology does not have enough

resources to carry the incoming request. In case of new

lightpath setup, if it is successful, the IP request is

routed over it, otherwise the request is routed based

on the current logical topology.� Optical-level First (OptFirst). Each time a new data-

level request arrives in some router, the G-OXC always

attempts to set up a new lightpath in the optical layer, in

order to route the request over it. If no free wavelengths

are available, the IP router routes the incoming request

over the current logical topology. Indeed, a logical

topology is defined only when optical resources for the

considered source-destination pair are exhausted.� HopConstrained (HopCons). In this case, the decision

on opening a new connection is taken based on path-

based constraints. Given a number of IP-level hops
�

,

a new lightpath between source � and destination � is

set up if it is impossible to find a path on the current

logical topology with less than
�����

hops and more

than �
	���
���� bandwidth available. HopCons can be

considered an intermediate policy between the previous

two, in fact it behaves as VirtFirst for
�����

and as

OptFirst for
�����

. HopCons grooming is described

in detail and its implications are discussed in [26].

Note that in all these cases if the source-destination pair is

disconnected on the logical topology and no new lightpath

can be installed between them, the incoming connection re-

quest must be refused even if it is elastic. This phenomenon

is particularly evident at low/medium loads with grooming

algorithms using aggressively the optical resources, as it

was shown in [13]. Such unacceptable situations could be

avoided by including a pre-defined spanning tree or any

other basic logical topology to ensure the connectivity in the

data-layer, a feature GANCLES is provided with, defining

different pre-defined logical topologies (see [16]).

When a lightpath needs to be released because it is

not carrying traffic, the simulator gives the possibility of

delaying the closure using a timeout, called optical closing

timeout ����� . When no traffic is carried over some lightpath,

it is kept open for the timeout period and gets closed only if

its state does not change. This parameter can be specified by

the user and can be adapted to the traffic characteristics, e.g.

it can be set according to the mean interarrival time of data-

layer requests. This dependency on the load structure can

be very useful to avoid excessive oscillations in the logical

topology, which are notoriously harmful to IP routing. Using

management information it can be easily implemented in

real networks.

III. PERFORMANCE INDICES

As discussed in Sect. IV, the phenomena involved in rout-

ing/grooming elastic traffic are rather complex, and often

far from intuitive. The following performance indices blend

both user-perceived performance and network operation

costs, thus helping in understanding the global performance

of the network.

�! 
— Blocking probability. It is the probability that a

flow is not accepted, either because of some CAC function

decision or (in best-effort traffic) because no connectivity

can be found between the source and the destination.

�!"
— Starvation probability. It is the probability that a best-

effort flow closes during its life because it is not receiving

service with acceptable quality. A flow # closes and drops

the network if its instantaneous throughput falls below $�% � .
&

— The average throughput per flow.

&'� �
( �

)+*,
�.-0/

& �

where
( � is the number of observed flows (e.g., during a

simulation). Notice that in a resource sharing environment

this is not the average resource occupation divided by the

number of flows, since flows have all the same weight in

the average, regardless of their dimension.
1 � — Routing table change rate. Each time a new

lightpath is established, some of the routing tables must be

recomputed due to the new virtual topology. The rate of

such changes is a good measure of the joint grooming and

routing cost within the network.
(32

— Average number of IP hops per flow.
( �4� — Time weighted average number of links per optical

path. Each lightpath is weighted by its holding time, so that

lightpaths lasting longer are correctly accounted for.
5�6

— Distance unfairness index.

5768�:9<;>=@?BA!CDA ) & CFE 93G.HI?�AJCBA ) & C&
measures if the resource assignment is fair with respect to

physical distance.
& C

is the average throughput calculated

for node-pairs with hop distance K in the physical topology,

while
(

is the number of nodes in the network. It ranges

from zero to
�

; any value larger than one indicates un-

acceptable unfairness. This parameter is evaluated only for

regular topologies and uniform traffic, since in other cases

it is can be influenced by factors external to the grooming

policy.

Many other unfairness indices can be defined, based on

different flow characteristics, e.g., the flow granularity (see

for instance [27]), or in irregular topologies based on the

source-destination � E � traffic relation. Distance based

unfairness is however typical of elastic traffic and it can be

interesting, as discussed in Sect. IV-A on a ring topology, to

investigate whether grooming policies can relieve, at least in

part, the skewed behavior induced by the max-min sharing

criterion.



TABLE I

PARAMETERS USED THROUGHOUT THE SIMULATIONS

Simulation parameters Value

Fibers per link 1
OXCs transparent

Number of wavelengths
W

8 for 8-nodes Ring
per fiber 4 for NSFNet

Data rate per wavelength g 20 Gbit/s
Duplex lightpaths

Request arrival process � Variable with load
Request backlog � 12.5 Gbit/s

distribution: exponential
Requested peak rate ��� 10 Gbit/s

Requested minimum rate ��� 1 Gbit/s
optical opening threshold ��	 0.1

optical closing timeout ��
�� 0
Traffic pattern Uniform among G-OXCs

Data flows mono-directional
IP routing Fixed Shortest Path

optical-layer routing
Shortest-Widest for 8-Ring
alternate shortest path
for NSFNet

Maximum number of 
 1
hops in HopCons

Confidence interval 1% of point estimate
Confidence level 99%

In general the goal of a grooming algorithm is maximizing�
while minimizing ��� and ��� , while it is not always

straightforward to define “a goal” for other performance

parameters, since they can be subject to contrasting needs.

IV. A SAMPLE STUDY

In this work, we are interested in understanding the

fundamental aspects of dynamic grooming in overlay IPO

networks, and the inherent interaction with data-based, elas-

tic, best-effort traffic. At the same time we highlight the

features we have introduced in GANCLES.

As already mentioned we limit the study to overlay

networks because of their inherent simplicity and because

we deem they will be the first ones to be deployed. In

overlay networks the control planes of the IP and optical net-

work are completely separated and there is no information

exchange between IP and optical routing entities: the two

layers interact only through the lightpath setup or tear-down.

Lightpaths setup is requested by the IP layer whenever it

needs additional resources, and lightpaths are teared down

when they are not needed anymore1.

We investigate two different scenarios, that are

complementary one another.

8-Ring — This is an 8-node (all G-OXCs) bidirectional

ring topology, whose regularity features help in the

1The lightpaths tear-down can be done independently by the
optical layer or upon request from an IP entity, but this does
not affect either performances or the overall architecture of the
network.

interpretation of results. Besides, rings are among the

topologies of choice for the realization of metropolitan area

optical networks.

Modified NSFNet — or NSFNet for short (see Fig. 6).

This is a modification of the NSF network topology, where

we have limited the number of G-OXCs to study whether

an irregular, wide area, mesh topology with additional

optical resources (the pure OXCs), with respect to the

traffic generation points (G-OXCs) does influence the

performance of dynamic grooming in overlay IPO.

Table I summarizes the main simulation parameters that

are kept constant throughout the simulations unless oth-

erwise stated. Other parameters are defined and explained

when needed.

A. 8-Ring topology

One of the wavelengths is reserved to realize a pre-

established logical ring topology to ensure connectivity in

the data-layer. Some results on this topology were included

in [26]; here we focus on the impact of the traffic model and

on fairness issues.
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Fig. 2. Blocking probability ��� for the CBR and starvation
probability ��� for both the elastic traffic models

Let’s first of all analyze the importance of using a realistic

traffic model. Fig. 2 presents a comparison between the

blocking probability ��� obtained using a circuit-based CBR

traffic model (solid lines) with the starvation probability

� � obtained modeling best-effort traffic relations using the

TB approach (dashed lines) and the DB approach (dot-

ted lines) when the three grooming algorithms VirtFirst

(triangle marks), OptFirst (square marks) and HopCons

(round marks) are used. For both elastic traffic models, the

minimum requested rate ��� is fixed to 1 Gbit/s.

The difference in performance results yielded by the

three approaches is dramatic, showing that the performance
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Fig. 3. Evaluating bandwidth requests fairness. Starvation proba-
bility ��� (upper plot) and average throughput � (lower plot) users
requesting different minimum bandwidth

obtained by the considered grooming algorithms with CBR

traffic is very conservative, leading to intolerable levels

of blocking probability even for medium to low traffic

loads. Instead, when considering a simplistic model of

elasticity such as TB, the starvation probability is very low,

almost negligible, and this is due to the approximation that

a flow request is closed without considering if the data

has been completely transmitted or not, thus reducing the

actual network load. Therefore, we argue that using a more

sophisticated, data-based traffic model exhibiting a realistic

behavior is essential to evaluate the performance of any

dynamic grooming algorithm. From now on we use only

the DB traffic model.

We do not include throughput plots because it is useless

to compare the throughput of CBR connections (constant!),

with the one of elastic traffic. Moreover even the throughput

of TB and DB model are not comparable, since the overall

amount of transferred data is different.

We now concentrate on fairness issues, analyzing how

different grooming algorithms in overlay IPO networks

influence fairness. In particular we investigate two main

aspects that influence fairness: the minimum bandwidth���
required by incoming flow requests, and the physical

distance (in terms of the number of crossed OXCs) be-

tween the end-nodes of a flow. This latter problem was

addressed in [27] in the context of peer IPO networks with

a bandwidth-guaranteed traffic model. Resource sharing in

general exacerbate the unfairness, because longer flows

share the resources with more flows with respect to short

ones, thus they remain longer within the network and the

more they remain the more are the flows they compete with.

A first set of results regarding the fairness of different

grooming algorithms for clients with different SLA require-

ments is shown in Fig. 3. These results have been obtained

differentiating the users in terms of the minimum bandwidth���
they require to the network to avoid starvation. In

particular, we consider two classes of users. Class �	� with

minimum bandwidth request
� � ��

� Gbit/s and class ���

with
� � � 
�� Gbit/s.

The upper plot shows the starvation probability and the

lower one the average throughput. It is clear that the relative

merits of grooming policies are unchanged by the presence

of classes, but the main result to highlight here is that when

considering a realistic traffic scenario, none of the grooming

algorithms allows to improve the fairness with respect

to the minimum requested bandwidth. The explanation is

trivial, but the solution seems to be far more complex, like

introducing some form of proportional scheduling in nodes

or some form of CAC. In fact, when the traffic shares

resources with a max-min fairness criterion, the available

network resources are fully shared among all the accepted

flows, and it is not possible to distinguish between traffic

flows with different minimum bandwidth requirements. In

other words, a flow with higher minimum requested rate

gets starved with higher probability.

As easily predictable and analyzed in [27], dynamic

grooming is prone to an unfair behavior toward user pairs

with a longer physical distance in terms of crossed OXCs.

A ring is the ideal topology to analyze this behavior,

since the regularity of the topology does not introduce any

distortion effect. In general the dominating effect is that user

pairs distant one another have less chances to setup a new

lightpath. An intelligent grooming policy should compensate

for, at least in part, this inherent unfairness by sparing

optical resources to dedicate to longer flows. However, in an

overlay model and without costly traffic measurements, this

might not be easy to implement. A possible, partial solution,

may reside in a more conservative closing procedure for long

lightpaths. We have defined a LEngth DEpendent optical

closing (LEDE) policy that defines the delay of closure for

a lightpath of � physical hops as ����� ��������� .
We now study the fairness of the three grooming al-
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Fig. 4. Comparison for grooming algorithms with and without
LEDE option: impact over the distance unfairness index ��� (top
plot), and average number of links per optical path ��� � (bottom
plot).

gorithms according to the distance between the end-nodes

of a flow, with and without the LEDE option as defined

above. The base closing timeout �	��
 is computed according

to the average flow interarrival time as explained in Sect. II-

E and it automatically depends on the network load. In each

simulation we set �	��

����������� , where ����� is the mean value

of the time spent between the arrival of two flow-requests

with the same USERS pair as source and destination.

The upper plot in Fig. 4 shows that the LEDE option

effectively alleviates the unfairness, by uniformly reducing

the fairness index. In particular, at very high load (for����� ��� � ), !#" is always below $ for both VirtFirst and

HopCons.

The impact of the LEDE option over the average number

of links per optical path is well illustrated in the lower

plot, which shows an average increase of %&
(' for all the

grooming algorithms. This behavior proves that increasing

the closure timeout on longer optical routes increases the

amount of resources dedicated to longer routes and reduces

the unfairness toward longer flows in IPO networks.
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Fig. 5. Comparison for grooming algorithms with and without
LEDE option: impact over the routing table change rate )+* .

Fig. 5 shows instead a useful ‘side-effect’ of LEDE. In

fact, keeping lightpaths not carrying active traffic in the

network open for longer periods, the frequency of routing

table updates due to virtual topology changes is reduced,

which is an important cost factor in an IPO network [15].

Starvation probability and throughput (not shown for the

sake of brevity) show that this is obtained without average

performance losses.

B. NSFNet topology

We consider the NSFNet topology with a mix of OXCs

and G-OXCs as shown in Fig. 6. We concentrate on the

impact of IP flow requests granularity and the threshold� ' on the grooming algorithms performance, referring the

reader to [13] for additional results on this topology.
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Fig. 6. Topology NSFNet

We first investigate the performance of VirtFirst and

OptFirst as a function of the data-layer requests granularity.

Fig. 7 presents ; ,
���

and
��<

of data-layer flows for =?>@����BAC$C� , and 4 Gbit/s, i.e., when requests have a granularity

of 1, 1/2, and 1/5, of the wavelength capacity.
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Fig. 7. Throughput � and starvation/blocking probability ���������
as a function of the network load and for different flow granularity

The lower plot shows the throughput � and the upper

plot shows the starvation 	�
 and the blocking 	
� . The

upper plot reports the curves only for ��� ����� and

4Gbit/s to avoid cluttering the graph. It is interesting that

the absence of a pre-established logical topology does not

allow OptFirst to ensure 	
����� at low loads. On the other

hand OptFirst ensures a higher throughput, but its advantage

tends to disappear as the flows granularity decreases. As

we did in the 8-Ring topology the “network disconnec-

tion” phenomenon can be avoided by pre-establishing a

fully connected topology of lightpaths. Notice, however,

that in this general mesh topology the choice of the pre-

established topology can be non-obvious. For instance a

minimum spanning tree can create artificial bottlenecks,

while the presence of pure OXCs makes other choices, like

for instance rebuilding the physical topology at the logical

level, far less obvious than in a regular topology like the

ring.

The last set of results is related to the impact of the thresh-

old ��� . Fig. 8 presents the throughput and the starvation
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Fig. 8. Throughput � and starvation – blocking probability ���
�
��� � as a function of the network load and the threshold � � for
VirtFirst grooming

probability obtained with the VirtFirst grooming for � � �
�"!$#&%'�"! ��%'��! ( . VirtFirst is most sensitive to this threshold, but

we also report the curves relative to OptFirst and HopCons

with � � �)��! ( . OptFirst is obviously insensitive to � � .
Increasing � � improves VirtFirst throughput and starvation

probability as expected, but the performance remains well

below OptFirst and HopCons. Indeed, the effect of limiting

the data-layer path with HopCons policy seems to be the

dominant effect, confirming that this grooming policy has a

user perceived quality similar to that provided by OptFirst,

while limiting the cost for the network.

Fig. 9 reports the average number of hops *,+ (upper

plot) and the average number of links per lightpath *.- �
(lower plot) in the same scenario. The impact of � � on

these parameters is much smaller than on the average

throughput. Finally note that HopCons performs much better

than VirtFirst not only in term of throughput but also when

considering the number of links per lightpath, at least for

low/medium network loads, as shown in the upper plot of
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Fig. 9. Average number of hops ��� and average number of links
per lightpath ��� � for different values of � �

Fig. 9. In some cases this grooming policy performs even

better than OptFirst. The range of the average number of

links per lightpath is very compressed as shown by the scale

of the lower plot in Fig. 9. The detailed behavior is not easily

explained, but the OptFirst shows a tendency to open shorter

lightpaths at high loads.

V. CONCLUSION & FUTURE WORK

This paper has presented a comparative study of dynamic

grooming algorithms in realistic scenarios with a data-

based traffic model including elasticity, together with the

simulation tool (GANCLES) used to perform it.

The first part of the paper is devoted to GANCLES

presentation, highlighting its innovative features and the

management of different architectural models of IPO net-

works through the explicit simulation of the optical and IP

network levels.

The second part of the paper discusses performance

results of different dynamic grooming algorithms on two

topologies: a ring and a modification of NSFNet. First of

all it is shown how the traffic model impacts on results.

Then several performance indices, including the throughput

of elastic flows, the probability that the service they receive

falls below an acceptable threshold causing the flow star-

vation, and fairness are compared for the chosen grooming

policies assuming an overlay IPO model.

The results show that the use of simplistic traffic model in

the design of grooming algorithms may bring to misleading

conclusions. Moreover, it is shown that the presence of a

double network layer (optical and IP) does not alleviate

traditional fairness problems associated with best-effort,

elastic traffic. Some form of compensations are possible

through the use of smart grooming policies; however, in an

overlay model, where no information is shared between the

optical and the IP level, it is not easy to find the appropriate

and definitive solution.

Further studies on dynamic grooming enabled by GAN-

CLES include comparison between different IPO archi-

tectures, studying what is the amount of information that

needs to be exchanged to allow “intelligent” resource use.

In addition, grooming strategies, policies, and algorithms

can be implemented and studied in the simulator as we

did for the HopCons policy that, although very simple,

allows overcoming some of the shortcomes of OptFirst and

VirtFirst. Finally, one major question is related to the use

of QoS routing either in the optical or IP network layer in

order to understand how “intelligent” routing strategies do

interact one another through grooming policies.
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E. Salvadori1, Z. Zsóka2, R. Lo Cigno1, and R. Battiti1

1 Dipartimento di Informatica e Telecomunicazioni – Università di Trento
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Abstract. This paper defines a formal framework for the definition of dynamic
grooming policies in IP over Optical networks. The formal framework is then
specialized for the Overlay Architecture, where the control plane of the IP and
optical level are separated, and no information is shared between the two.
We define a family of grooming policies for the Overlay Architecture based on
constraints on the number of hops and on the bandwidth sharing degree at the IP
level, and we analyze the performance as a function of the grooming parameters
in regular topologies.
Results are derived by using realistic traffic models that depart from the circuit-
like traffic traditionally used in grooming studies, and fairness issues versus the
flow physical length are also discussed.

Keywords: IP over Optical, Grooming, Overlay Architecture, Elastic traffic

1 Introduction

The IP protocol and optical transmission techniques are going to play a fundamental
role in the next generation Internet. It is a widespread prediction that all other interme-
diate network management layers (ATM, SDH, SONET, . . . ) will gradually disappear,
leaving a scenario where IP packets are carried directly on high speed WDM-based
optical connections, the so-called IP over Optical (IPO) network. In this scenario, the
interaction between routing and control of the circuit-switched optical network and that
of the packet-switched IP network is of the utmost importance for the end-to-end per-
formance and the efficient use of network resources.

Traffic grooming is the multiplexing capability aimed at optimizing the capacity uti-
lization in transport systems by means of the combination of low-speed traffic streams
onto high-speed (optical) channels. This problem is a variant of the well-known virtual
topology design problem and has received a lot of attention in recent years (see [1] for
a review).

There are two main approaches to study traffic grooming: static and dynamic. Static
grooming refers to some network usage optimization when the traffic matrix is known

? This work is supported by the Italian Ministry of Education and Research (MIUR) through
the GRID.IT and ADONIS projects, and by the Hungarian Italian Intergovernmental S&T
Cooperation Programme I-17/03. The project is developed under the EU E-NEXT NoE.



in advance and it was proved to be an NP-hard problem. Dynamic grooming is a routing
problem in a multi-layer network architecture, since the objective is to find the “best”
path to route traffic requests arriving dynamically to grooming nodes. In this case equiv-
alent requests arriving at different times may be treated differently because of different
network conditions.

In IPO networks, IP routers are attached to an optical core network and connected
to other peers via dynamically established lightpaths [2]. Considering the control plane,
different architectures can be envisioned according to the amount of information ex-
changed between the IP and optical layer. RFC 3717 defines three interconnection
models: overlay, augmented and peer. In the peer model, the topology and other net-
work information are completely shared in a unified control plane, while in the overlay
model, each layer performs its own routing functions because no information is ex-
changed between them. An intermediate architecture is the augmented model, where
some aggregated information from one routing instance is passed to the other.

The peer and the augmented models are appealing because they allow running an
integrated routing function, by using, for instance, an auxiliary graph, as done in [3].
However, both models seem not feasible in the near term due to the tight integration
between the two levels and scalability issues regarding the amount of exchanged in-
formation. The overlay model is instead technically feasible, since it only requires the
definition of an interface between the IP and optical level and dynamic lightpath capa-
bilities in the optical level, which are being experimented in laboratories and research
projects [4]. Surprisingly, most of the dynamic grooming algorithm proposed in the lit-
erature implicitly consider such models [3, 5–7], while only a few dynamic grooming
algorithms based on the overlay model have been proposed so far [8, 9]. These papers
explore the two extreme policies of privileging always the optical level exploitation or
the other way around. In [7] the authors propose new algorithms that improve perfor-
mance in the overlay model with respect to [8] and in the augmented model with respect
to a grooming algorithm in peer models proposed in [5].

None of the works on grooming in IPO networks adopted a realistic traffic model.
The traffic loading the network is always composed of CBR (Constant Bit Rate) connec-
tions characterized by the bit rate and duration. Any realistic evaluation of algorithms
to be deployed within the Internet, should instead capture at least the basic character-
istics of Internet traffic. From the routing point of view, the most important features
of present Internet applications are the capacity to adapt the rate to changing network
conditions (elasticity) and the need to transfer a given amount of data (compared to
the duration of, for instance, a conversational application). The holding time of a flow
becomes a consequence of the network conditions and not a property of the flow. In a
previous contribution [10] we discussed in detail the impact of realistic traffic models
on dynamic grooming, showing the inherent interaction between the IP and the optical
layer and its effect on the overall performance. In this paper we use only the realistic
model we called data-based in [10]. Traffic flows in this models share the resources on
a virtual topology path following the max-min fairness criterion [11], thus mimicking
the ideal behavior of a bundle of TCP connections.

This paper contributes to the field of dynamic grooming policies in at least four distinct
ways. I) A formal definition of dynamic grooming based on graph theory is defined in



a general interconnection model and specialized to the case of the overlay model; II)
A family of grooming policies is proposed in the overlay architecture, simple existing
proposals are assessed as a special case of it; III) Performance and tradeoffs of different
policies are discussed and explained; IV) Unfairness issues inherent to dynamic groom-
ing and arising from different physical distance between flow end points are discussed
and hints on the problem solution are given.

2 Problem Formulation

2.1 A formalism for dynamic grooming

IPO networks are based on two layers: the optical- and the data-layer. The optical-
layer is based on OXCs interconnected by fiber links. G-OXCs, which support sub-
wavelength traffic multiplexing onto wavelength channels, are the bridge between the
optical-layer and data-layer. A G-OXC is also an IP router, hence transit traffic (not
terminated in the router), can be groomed with incoming traffic. The data-layer consists
of routers interconnected with a virtual topology made of all the lightpaths which have
been set up in the optical-layer.

It is therefore necessary to define a topological graph for each of the layers:

– G = (N , E) is the physical topology, where N is the set of vertices vj (OXCs) and
E is the set of edges ejk (fiber links) connecting vertices vj and vk, without loss of
generality we compact multiple fibers into a single edge;

– Gν = (N ν , Eν) is the virtual topology, where N ν is the set of vertices vν
j (IP

routers), N ν ⊆ N , and Eν is the set of edges eν
jk,q (virtual links) connecting ver-

tices vν
j and vν

k . Each edge in Eν corresponds to a lightpath in the optical-layer.
Because there can be more than one lightpath between any two nodes an additional
identifier q is required for uniqueness3.

In the rest of the paper, the superscript ν is used to specify vertices, edges and paths
belonging to the virtual topology.

Each edge ejk in G is assigned a vector of properties w̄jk describing any static or
dynamic (possibly vectorial) metrics pertaining to physical or traffic-related character-
istics of the link. Similarly, a property vector w̄ν

jk,q is assigned to each edge of Gν .
In the optical-layer, a path πp(vj , vk), or simply πp, of length n is defined as a

sequence of n distinct edges eih joining vj and vk where vj , vk ∈ N , eih ∈ E ,
πp(vj , vk) = {eji, eih, ..., ezk}. The value of p is unique in G and identifies explicitly
the path. This identifier is required since several parallel paths may exist between the
nodes vj and vk. The path πp is a lightpath, and it corresponds to a specific wavelength
if no wavelength conversion is considered.

Let |= be the operator that maps a lightpath in the physical topology onto an edge
of the virtual topology: eν

jk,q |= πp if the path πp joins the two vertices vν
j , vν

k ∈ N ν .
In the data-layer, a path πν

t = πν
t (vν

s , vν
d ) is a sequence of n distinct edges eν

ih,q ∈ Eν ,
t is a unique identifier to distinguish multiple parallel paths.

3 The virtual topology varies in time as lightpaths are set up and torn down. Notice also that Gν

has nothing to do with the auxiliary graph defined in [3], which is an abstract representation
of both levels assuming complete sharing of the two control planes.
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Fig. 1. Physical and virtual topology for a small 4 nodes network

Fig. 1 presents an example. The maximum number of wavelengths per link is W =
2. Let’s assume that the following five paths have been set up in the optical-layer, where
the superscript (i) is used here to specify the corresponding wavelength4:

π
(1)
1 = {e12, e24}, π

(1)
2 = {e23, e34},

π
(2)
3 = {e12, e23}, π

(2)
4 = {e24, e34}, π

(2)
5 = {e13}.

The corresponding set of edges in the data-layer is: Eν = {eν
14,1, e

ν
24,2, e

ν
13,3, e

ν
23,4, e

ν
13,5},

where

eν
14,1 |= π

(1)
1 , eν

24,2 |= π
(1)
2 , eν

13,3 |= π
(2)
3 , eν

23,4 |= π
(2)
4 , eν

13,5 |= π
(2)
5 .

The identifiers q in edges and p in paths are conceptually different as they are defined
in different logical planes, but, as seen in the example, they can assume the same value
for simplicity.

For each pair vj , vk, the set Pjk
G is defined as the set of all paths existing between vj

and vk: Pjk
G = {πp(vj , vk) | vj , vk ∈ N , j 6= k}. Similarly, a set Psd

Gν is defined as the
set of all paths existing between vν

s and vν
d : Psd

Gν = {πν
t (vν

s , vν
d ) | vν

s , vν
d ∈ N ν , s 6= d}.

Given some Routing and Wavelength Assignment (RWA) algorithm Λ in use in
the optical-layer, a cost cΛ(πp) is assigned to a path πp by using a combination of the
properties w̄ih of its links eih ∈ E . Given Pjk

G the algorithm Λ selects the minimum

cost path available in the set: π̇jk = Λ(Pjk
G ) that we assume to be unique, possibly by

breaking ties with random choices. If no path is available Λ returns ∅ identifying the
empty path.

Let us illustrate the path cost assignment and routing mechanism by using the
adaptive routing FPLC (Fixed-Paths Least-Congestion) presented in [12]. A contigu-
ous wavelength is one concurrently available on each link of the path. The cost cΛ(πp)
is calculated as the number of contiguous wavelengths on the path, breaking ties with
the number of hops in the path:

cFPLC(πp) = u(πp) +
∑

eih∈πp

1

|N | + 1
(1)

4 This notation is used here only to help the reader, and it won’t be used anymore in the follow-
ing, since this information can be embedded in the path characteristics.



where u(πp) is a function counting the contiguous wavelengths currently available on
the whole path πp and |N | is the number of vertices in G and it provides a smaller-than-
unit weight to break ties based on the number of hops.

In the virtual topology Gν we can operate in the same way. Given an IP-based
routing algorithm Ω, the minimum cost path between any two nodes is selected as
π̇ν

sd = Ω(Psd
Gν ).

As an example, the cost function used for the Minimum Distance (MD) routing
presented in [13] is:

cMD(πν
t ) =

∑

eν
ih,q

∈πν
t

1

B(eν
ih,q)

(2)

where B(eν
ih,q) is the bandwidth that is available on the lightpath eν

ih,q for the request.

Psd
Gν can include a set Ppre of pre-established lightpaths in G. Ppre defines a set

of permanent lightpaths which guarantee the connectivity of the virtual topology re-
gardless of the traffic pattern and lightpath establishment dynamics. The corresponding
set of edges in the virtual topology is called Eν

pre. Although not necessary for defining
grooming policies, the introduction of lightpaths that cannot be teared down can help to
avoid the risk that an aggressive use of optical resources builds a virtual topology that
is not completely connected. We observed this behavior in a previous work [10] and we
deem that it was never reported before in the literature because studies that use circuit-
like traffic models cannot easily distinguish between the blocking of a connection for
the lack of resources and its blocking because of a badly defined virtual topology.

A generic grooming policy is a procedure

G

(

Λ(Pjk
G ),Ω(Psd

Gν ),∆
)

(3)

where ∆ is a set of criteria defining the interaction between the optical and IP level,
determining the collaboration between Λ and Ω. For instance ∆ defines vj and vk for
the lightpath setup, which can be different from the source-destination pair vν

s ,vν
d of the

incoming flow fsd. If present, admission control criteria can be integrated in ∆, which
is normally expanded as a set of if-then-else clauses.

The set of criteria ∆ is influenced by the integration level of the IP and optical con-
trol planes (Overlay, Peer or Augmented models). The information base (e.g., status
of the optical resources, or cost of the different IP level connections) used by ∆ de-
pends on the control planes integration. For example, in the overlay model, reasonable
assumptions are j = s, k = d, and a single lightpath established for each request fsd.

Releasing a lightpath between vj and vk means recomputing the set Pjk
G in the

optical-layer and consequently deleting an edge eν
jk from the virtual topology and re-

computing all the sets Psd
Gν that included eν

jk.

2.2 Detailing G for overlay architectures

In IPO networks based on the overlay architecture the control planes of the optical and
IP levels are separated. Each time an incoming request fsd needs to be routed, there are
only two possible options: (i) route it over the current virtual topology Gν invoking Ω



or (ii) set-up a new lightpath eν
sd,q |= π̇sd invoking Λ and route the request over the

new virtual topology Gν

⋃

eν
sd,q , invoking Ω in a second phase.

Fig. 2 (left part) specifies the procedure (3) for an overlay IPO network, without
detailing the criteria set ∆. Notice that policies privileging the use of already established
lightpaths can always resort to invoke Λ either because no π̇ν

sd was found or because
the result of Ω is refused for any reason.

3 Grooming Policies

In the scenario depicted above, independently from the definition of Λ and Ω, the set
of rules ∆ must define how and when to invoke Λ. Although many criteria can be
envisaged, we propose a simple rule based on the number of IP hops between s and
d. In other words, ∆ defines as rule the invocation of Λ only if the path selected by
Ω has more than K hops. We call this policy Hop Constrained Grooming HC(·).
Additionally, HC can include rules for refusing a logical path πν

t based on congestion
measures. With a realistic elastic model of Internet traffic, the definition of congestion is
not trivial, since it cannot refer directly to the amount of resources requested by flows.
Bandwidth overbooking is a normal practice and we assume that a new lightpath is
opened when accepting the flow fsd on the virtual topology would result in assigning it
a bandwidth smaller than some given amount applying max-min sharing. The dynamic
grooming policies studied in [9] and named “Optical-layer-first” and “IP/MPLS-layer-
first” are simply the extreme cases for K = 0 and K = ∞, and have been studied in
the simpler case of bandwidth guaranteed traffic.

In order to fix ideas, let’s assume that flow requests arrive to the network with two
attributes: a peak transmission rate BM and a minimum requested rate expressed as
a fraction ths of BM . If at any time the bandwidth assigned to flow fsd falls below
ths(fsd) · BM (fsd) then the flow will close and counted as a “starved” flow, because
the network was not able to guarantee its correct completion. BM and ths can be in-
cluded in some SLA (Service Level Agreement) at the IP/Optical interface. We thus
define a starvation probability and not a blocking probability, since the adaptive and

0. request fsd arrives
1. if exploit optical resources
2. eν

sd,q |= π̇sd = Λ(Psd
G )

3. π̇ν
sd = Ω(Psd

Gν
⋃

eν
sd,q

)

4. else exploit virtual resources
5. π̇ν

sd = Ω(Psd
Gν )

6. if π̇ν
sd = ∅ or π̇ν

sd is refused
7. eν

sd,q |= π̇sd = Λ(Psd
G )

8. π̇ν
sd = Ω(Psd

Gν
⋃

eν
sd,q

)

procedure HC(Λ, Ω, δ(K, τo), fsd)

1. π̇ν
sd = Ω(Psd

Gν )
2. if {π̇ν

sd = ∅}or{b(π̇ν
sd) < τo}

or{H(π̇ν
sd) > K}

3. eν
sd,q |= π̇sd = Λ(Psd

G )

4. π̇ν
sd = Ω(Psd

Gν
⋃

eν
sd,q

)

5. return π̇ν
sd

Fig. 2. General definition of dynamic grooming policies in overlay IPO networks (left); the
grooming procedure HC (right).



elastic nature of Internet traffic does not allow the easy definition of strict admission
procedures.

Besides choosing an appropriate K, a network operator may choose to open a new
lightpath when routing fsd in virtual topology means it will receive from the beginning
a bandwidth smaller than τo, possibly a function of fsd. We call τo optical opening
threshold. Clearly, τo ≥ ths · BM .

The above criteria specify a ∆ with two parameters, say δ(K, τo), defining the if-
then-else rules of the generic grooming policy in the left hand part of Fig. 2. This leads
to the implementable grooming procedure described in the right hand part of Fig. 2, and
compactly written as HC(Λ,Ω, δ(K, τo), fsd).

With reference to Fig. 2 (right), H(πν
t ) returns the number of hops in virtual topol-

ogy path πν
t and b(πν

t ) = min
eν

ih,q
∈πν

t

B(eν
ih,q).

4 Results and discussion

A theoretic performance analysis is not feasible due to complexity of the system, thus
we resort to simulations for the performance evaluation.

The implementation of grooming policies in a packet level simulator such as ns-
2 is not convenient for efficiency reasons. Starting from existing tools in our research
groups, we have developed a simulator capable of handling the layered topological
structure of IPO networks as well as several different Λ and Ω functions. The descrip-
tion of the tool, named GANCLES, goes beyond the scope of this paper, and we refer
the interested reader to GANCLES web site [14].

Among possible performance indices we have selected the following ones.

Ps — Starvation probability. It is the probability that a flow closes during its life
because it is not receiving service with acceptable quality. A flow fsd closes and drops
the network if its instantaneous throughput falls below ths · BM .

T — Average normalized throughput of completed flows.

T =

∑

vν
s ∈Gν

∑

vν
d
∈Gν

∑

∀fsd
T (fsd)

∑

vν
s ∈Gν

∑

vν
d
∈Gν

∑

∀fsd
1

T (fsd) is the average normalized throughput of flow fsd provided it was not starved.
Notice that in a resource sharing environment T is not the average resource occupation
divided by the number of flows.

Ud — Distance unfairness index.

Ud =
max0<r<|N | T

r − min0<r<|N | T
r

T

measures if the resource assignment is fair with respect to physical distance. T r is
the average throughput calculated for node-pairs with hop distance r in the physical
topology. It ranges from zero to ∞; any value larger than 1 indicates unacceptable
unfairness.

The goal of a grooming algorithm is maximizing T while minimizing Ps and Ud.



4.1 Networking Scenarios

We use two different regular topologies, where all nodes have grooming capabilities:

– R8 is an 8 nodes bidirectional ring;
– MT16 is a 16 nodes mesh-torus network with connectivity four, i.e., each node is

connected to the four adjacent nodes in a regular, closed lattice mapped on the
surface of a bi-dimensional torus — or a doughnut in pop terms.

The number of wavelength W is one of the parameters of major interest to investi-
gate the generality and scalability of solutions with respect to the amount of available
resources. Each wavelength has a capacity g = 20 Gbit/s. A data-layer traffic source
is connected to each G-OXC, generating requests with BM = 10 Gbit/s following a
Poisson process. Each flow transfer data whose amount is randomly chosen from an
exponential distribution with average 12.5 GBytes; ths = 0.1 in all simulations and
τo = 3 Gbit/s. Dynamically opened lightpaths are immediately torn down if they are
not used. All simulations are run until performance indices reach a 99% confidence
level over a ±1% confidence interval around the point estimate. Estimations are carried
out with the batch means technique. Results are plotted versus the total load L offered
to the network, and also versus the relative traffic ρ offered to each network node, nor-
malized to the total capacity of its egress links. Given the total number of nodes |N |
in the network, the connectivity degree D, the number of wavelengths per fiber W and

their data-rate g, we have: ρ =
L

|N |DWg
.

Unless otherwise stated, Λ is the FPLC algorithm described in Sec. 2.1 with first-
fit wavelength assignment and Ω is the standard fixed shortest path (FSP) algorithm.
A uniform traffic pattern is simulated, i.e., when a new flow request is generated, the
source and destination are randomly chosen with the same probability.

The virtual topology connectivity is guaranteed with pre-established lightpaths that
are never closed. We populate Ppre with a ‘Physical-Topology’ of lightpaths, which
sets up the lowest order wavelength among each pair of adjacent nodes.

4.2 Grooming policies behavior on different topologies

The first set of results shows how the policy HC behaves when varying K and W ,
considering the impact of W on R8. Fig. 3 and Fig. 4 show the impact of using different
values of K on T and Ps for W = 4 and W = 8 respectively. On the bottom x-axis we
use L and on the top x-axis we use ρ.

In both cases K = 1 ensures the best performance. The performance spread in-
creases with W ; results for W = 12 confirm this result. This behavior comes from the
aggressive use of optical-layer resources with K = 0. Setting up lightpaths even when
not needed, the optical-layer becomes overcrowded with lightpaths, which leads to
blocking lightpath set-up requests when congestion is impending, resulting in a poorly
connected virtual topology, reduced throughput T and increased starvation Ps. Increas-
ing K above 1, the performance tends to be similar to K = ∞. This is due to the small
average distance between nodes, but it also confirms that the best way to use optical
resources is trying to build a fully connected mesh in the virtual topology. Although
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Fig. 3. Per-flow average normalized throughput T (left plot) and starvation probability Ps (right
plot) for R8 with W = 4
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Fig. 4. Per-flow average normalized throughput T (left plot) and starvation probability Ps (right
plot) for R8 with W = 8

difficult to prove formally, we have observed that by using K = 1 the grooming algo-
rithm tends to build a full-mesh virtual topology when W provides enough resources,
and this independently from the physical topology. In our opinion, this is the main rea-
son why setting K = 1 guarantees better performance.

Fig. 5 shows T and Ps for MT16 with W = 8. The behavior is similar to the one
observed in R8 confirming that the relative merit of grooming policies is not related to
the topology.

Restricting the analysis to K = 0, 1, we analyze the effect of W on performance as a
function of the normalized load ρ. Fig. 6 compare the behavior on R8 with W = 4, 8, 12.
The figure clearly shows that increasing W the choice of K = 1 is indeed the best
one, keeping the efficiency almost constant as the amount of resources and the traffic
increases, while for K = 0 the performance decreases drastically.

Fig. 7 presents a similar set of results for MT16 and W = 2, 4, 8. These results
confirm the conclusions above. Most interesting is that for low W the performances are
similar and in both topologies tend to diverge as W increase.
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plot) for MT16 with W = 8
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Fig. 6. Per-flow average normalized throughput T (left plot) and starvation probability Ps (right
plot) for R8 with varying W and K = 0, 1
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Fig. 7. Per-flow average normalized throughput T (left plot) and starvation probability Ps (right
plot) for MT16 with varying W and K = 0, 1
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4.3 Fairness issues with elastic traffic

One of the major drawbacks of dynamic network management, as it is well known from
Internet experience, is the unfair behavior of the network toward longer connections
(both in terms of physical distance and in terms of logical hops). In [15] the problem
is addressed in the context of peer IPO networks (for the first time to the best of our
knowledge) with a circuit-like traffic model. Resource sharing in general exacerbate the
unfairness, because longer connections compete with more connections with respect to
short ones.

An interesting question is whether the physical topology and available number of
wavelengths impacts on the problem. Fig. 8 reports results for W = 4 (left plot) and
W = 8 (right plot) for R8 and MT16. The hop constraint K is 0, 1, ∞.

On the one hand, it is clear that none of the parameter setting can guarantee perfect
fairness, and that the physical topology does not have a major impact. On the other
hand, increasing W does help in keeping a certain degree of fairness, specially if the
grooming policy tends to build a logical topology that approaches a full mesh (K = 1).
Instead, the very aggressive use of optical resources operated with K = 0 gobbles
resources to build unnecessary parallel paths between adjacent node pairs, exacerbating
the unfairness at high loads.

5 Conclusions

This paper introduces a formal description of dynamic grooming policies, defining the
limits between grooming in overlay architectures and grooming in peer or augmented
architectures, where there is total or partial integration of the optical and IP control
planes.

A family of grooming policies for the overlay model, based on constraints on the
number of hops and bandwidth available at the virtual topology level, is defined and an-
alyzed, discussing parameters setting and the impact of the number of available wave-
lengths per fiber on the grooming policy. Several grooming policies previously pre-
sented in literature are particular cases of the family we defined.



Results analysis proves that it is possible to define grooming parameters that lead
to good performance regardless of the topology and that allow good scaling with the
amount of optical resources. The inspection of the virtual topology that are build by the
grooming policies hints to the fact that a good policy should try to build a full mesh
at the virtual topology level to keep the balance between the traffic pattern (uniform)
and the virtual topology. This observation may pave the road for the definition of more
performing strategies that the ones we analyzed, which can also adapt to asymmetric
and time varying traffic.

Fairness issues in dynamic grooming were also discussed, proposing guidelines to
solve them.
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