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Abstract

Dynamic traffic is becoming important in WDM networks. In the transition towards full dynamic

traffic, WDM networks optimized for a specific set of static connections will most likely also be used

to support on-demand lightpath provisioning. Our paper investigates the issue of routing of dynamic

connections in WDM networks which are also loaded with high-priority protected static connections.

By discrete-event simulation we compare various routing strategies in terms of blocking probability and

we propose a new heuristic algorithm based on an occupancy cost function which takes several possible

causes of blocking into account. The behavior of this algorithm is tested in well-known case-study mesh

networks, with and without wavelength conversion. Moreover, Poissonian and non-Poissonian dynamic

traffics are considered.

F. Cecini is now with RSI Sistemi, Altran Group, Corso Stati Uniti, 29 - 10129 Torino, Italy.
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I. INTRODUCTION

T
HE past few years (up to 2001) witnessed the flourishing of telecommunication indus-

try as one of the fastest-growing and most wide-spread phenomena in economy ever

recorded. The core of that technological revolution has been Wavelength Division Multiplexing

(WDM) optical networks, with their unique capability to offer the best solution to the large

bandwidth demand on one side and to guarantee high quality of service and high reliability on

the other side. Thanks to these features the area of applications of WDM networks drastically

expanded from the original voice traffic transport to become a common high speed transport

platform carrying data, video and voice. WDM protocol has been developed in order to operate

in an integrated multi-protocol environment, serving Sonet, SDH, GMPLS, IP, etc.

When the general crisis hit the telecommunication market it found WDM networks at the

dawn of a new evolution. Optical transport networks in the past have mainly been designed

and operated as static systems: optical connections were used as long-distance trunks mostly

to carry large aggregates of telephone traffic, usually serving only customers of the network

operator itself. Traffic was thus highly predictable.

The scenario is much different today. Data traffic is going to overcome traditional telephone

traffic in volume. The former is characterized by less regular flows than the latter, which are

more and more independent of geographical distances. This change in traffic statistics is further

amplified in the regional and metro area, where flows are less aggregated and more sensitive

to traffic relations due to single, large bandwidth applications. Finally, many WDM network

operators are beginning to offer the “lambda service” (i.e. optical connections for lease) and the

carrier-of-carriers service to support the so-called “bandwidth-trading” business. This implies

that their network infrastructure is no longer used solely from their own final customers, making

a quota of connection demands no longer deterministically predictable. Lambda-service cus-

tomers such as Internet Service Providers (ISP) may requests limited duration connections with

a wide range of possible time-scales. Duration can be for example: several months to provide

temporary connectivity to an ISP waiting for the installation of his new network; few days to

cover some special event (e.g. the Soccer World Cup or the Olympic Games); few hours to
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respond to daily traffic variations; tens of minutes to perform the backup of a large data-storage

facility. The recent development of the Generalized Multi-Protocol Label Switching (GMPLS)

technique seems to convey the idea that lightpaths in the future will have to be set up and torn

down on a very short time-scale, even few seconds, perhaps paving the way to a possible optical

packet-switching (or optical burst-switching) era.

All the facts mentioned above are pushing research in security, management and network

design to re-focus its attention from the simple static Optical Transport Network (OTN) to

Automatic Switched Optical Network (ASON). While OTN is already well-defined by the main

standard bodies [1], [2], the new ASON model, able to set-up and release lightpaths on-demand

based on on-line requests, is still undergoing an intense research and standardization activity.

Despite economy may impose a slower evolution pace today, this change of paradigm from

static to dynamic systems does not seem to be reversible for WDM networks. This justifies the

birth of dynamic traffic as a new subject of research in optical networks. This area accounts

today probably for less works than those published on static planning and it offers several open

issues, such as efficient routing and traffic modelling.

In this paper we are going to address both the above issues, but in a new very particular

context. Given the evolution from OTN to ASON as an actual process, this will surely occur

gradually, in any case always preserving the investments of the network operators. In the transi-

tion the two paradigms of static and dynamic traffic have to co-exist and to be supported by the

same WDM network infrastructure. Mostly likely, these infrastructure has been designed and

configured in order to support a given original static traffic and it is then employed also to pro-

vide lightpaths on-demand. We have more precisely imagined the situation of a WDM network

operator who has optimized his network according to a given set of protected static connec-

tions, adopting WDM path protection (in the two alternative versions, dedicated and shared) as

survivability technique. He still wants to keep its original customers of the static connections,

regarding these as high-priority traffic which should not be disrupted. In addition, the operator

wants to do the best to accommodate as many lightpaths as possible to satisfy dynamic traffic

requests by exploiting the same WDM network.

In this paper we propose and discuss a heuristic strategy for routing lightpaths for dynamic

traffic that allows to increase the acceptance rate of dynamic connection requests (or, equiv-

alently, to decrease the blocking probability) compared to other previously known routing al-
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gorithms. Such a new algorithm is based on a global network function which provides an

estimation of the available network resources according to different criteria. This allows to as-

sign resources to the new lightpath so that chances of having congestion in the most critical

spots of the network are kept as low as possible. We are going also to study the performance

of the heuristic algorithm proposed under different types of dynamic traffic. The paper can be

summarized in the following way. In Sec. II we present our network model and introduce our

simulation method. In Sec. III we describe the models employed to simulate different types

of traffic conditions of dynamic lightpath requests. Then, in Sec. IV, the new heuristic routing

algorithm is proposed, showing its differences from other classical algorithms. In Sec. V we

will show the results obtained by simulating case-study networks under dynamic traffic.

II. NETWORK MODEL

Let us describe in detail the network model we are referring to in this paper. The physical

topology (either ring or mesh) is composed of WDM transmission links and WDM switching

nodes connected according to a given graph. In the ring case the nodes of the physical topol-

ogy correspond to Optical Add Drop Multiplexers (OADMs), while in the mesh network they

represent Optical Cross Connects (OXCs). A WDM link represents a multifiber bidirectional

cable: some fibers are used in one propagation direction, and some others (not necessarily the

same number) in the opposite direction. All the fibers of the network carry the same number W

of WDM channels, each transmitted on a different wavelength.

Traffic is carried by means of circuit-switched transport entities, optically routed on the basis

of their wavelength. These entities are the lightpaths, each composed of a sequence of WDM

channels connecting a source node to a destination node. In the present work we will consider

two types of WDM networks, according to their wavelength conversion capability [3]:

� Virtual Wavelength Path (VWP) network: all the OXC are able to perform full wavelength

conversion, i.e. an incoming optical signal having any wavelength can be converted to an

outgoing optical signal having any possible transmission wavelength;

� Wavelength Path (WP) network: no wavelength conversion is allowed in the whole net-

work. All the WDM channels composing a lightpath must be at the same wavelength

(wavelength continuity constraint).

According to the scenario described in Sec. I, our network model must be able to represent
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both static and dynamic optical connections. In this paper we will concentrate on the dynamic

aspects of the problem (low-priority traffic), while all the static aspects have been solved by

applying a tool that we developed and which is described in a previously published work [4].

We need only to briefly summarize the main features of this tool.

The set of requests for static connections (virtual topology) is known “a priori” and is fed

to the design tool, together with a description of the physical characteristics of the network

(topology, wavelength conversion, etc). Then a protection strategy is selected for the static

optical connections. For simplicity all the static connections are protected with the same WDM-

layer path-protection strategy. For each optical connection between a source and a destination

node a working and a protection lightpath are set up. In order to guarantee the recovery of the

connection in case of a single link failure, the two lightpaths must be in physical route diversity,

i.e. they can not share any common link 1. For brevity, we will say that a static request is

satisfied by allocating resources in order to set-up a working/protection pair (w/p pair).

In the following of the paper we will consider two different implementations of path protec-

tion: 1:1 dedicated path-protection and mesh shared path-protection. In the dedicated case a

spare WDM channel is rigidly allocated to a specific protection lightpath, so that two different

w/p pairs never intersect. In shared path-protection two or more protection lightpaths belong-

ing to different w/p pairs can share one or more WDM channels, provided that their respective

working lightpaths are link-disjoint. It is well known that shared protection has the advantage

of reducing the amount of resources used for protection and thus the global cost of the network.

Once the protection technique is selected the design tool proceeds to evaluate Routing, Fiber

and Wavelength Assignment (RFWA) for all the requested w/p pairs, jointly solving the dimen-

sioning problem of the physical topology. This is done by exploiting a heuristic optimization

cycle which assumes the total number of fibers installed in the network as cost function. The

cost optimization technique we have defined leads to very good suboptimal results, i.e. return-

ing a network design (lightpath configuration and link capacity) very close to the one necessary

and sufficient to support the given set of static connection requests (further details on the tool

are given in [4]).

We recall that our aim is to model a realistic situation in which an operator wishes to employ
1A stronger condition of node-sharing prevention can be imposed if protection to node failures has to be enforced. This can

be easily implemented with the same tool, but any further investigation of this aspect is left for future papers.
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its WDM network initially designed for static traffic to offer lightpath provisioning service. As

we are going to explain below, in such a scenario dynamic traffic has to use resources that are

sparse in the network. This is much different from the typical situation considered so far in

most of the papers on dynamic traffic in which dynamic connections occupy an initially empty

network with the same amount of WDM channels in all the links. In our case available capacity

varies from link to link because of the presence of static traffic and because of the optimization.

Therefore the simulations of dynamic traffic we are going to describe in this paper are carried

out on network systems obtained as results of the design tool. We believe this is the most faithful

and simplest way to model the scenario we have assumed.

The network resources available to support dynamic traffic comprise: (a) WDM channels

assigned to protection lightpaths (spare WDM channels); (b) unassigned WDM channels. The

two path-protection implementations we have considered leave protection lightpaths idle in

absence of failure. They can thus be used to host low-priority traffic (dynamic connections in

our case) 2. The low-priority qualification is due to the fact that when a failure occurs some

low-priority connections have to be sacrificed to activate the protection lightpaths for all the

static working paths hit by the failure. Since dynamic connections are low-priority traffic, they

are satisfied by the setup of a single lightpath, without requiring any protection technique.

The second type of resources, i.e. unassigned channels, are present in the optimized WDM

network as a result of cost minimization. Due to the finite granularity given by the fixed number

of wavelengths per fiberW , some fibers are not fully occupied by static traffic. Unused capacity,

which tends to increase with W , is usually small and widely scattered over the network links,

making its exploitation very inefficient to route dynamic lightpaths. This is the main reason

why we considered protection techniques for static traffic (1:1 and shared) that offered extra

capacity to host dynamic connections.

To conclude the description of our model, let us explain how dynamic traffic is managed.

Dynamic requests for optical connections arrive to the network control system from the upper

transport protocol layers at random time. Each request is characterized by a source node, a des-

tination node and a finite random duration of the connection. At each arrival of a new request the
2The exploitation of spare WDM channels would not be possible with other protection techniques such as, for instance, 1+1

dedicated path protection, in which the signal always propagates on both the working and spare lightpaths also in absence of

failures.
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control system applies a heuristic RFWA algorithm trying to setup the corresponding lightpath

using the available WDM channels. No disruption of high-priority static working lightpaths is

admitted to accommodate the new circuit, as well as no reconfiguration of already active dy-

namic lightpaths. If available resources are not sufficient the request is blocked and lost forever

[5], [6]. Otherwise, the lightpath is setup by allocating the suitable sequence of WDM channels

that will be released after the given connection duration. The chance of being able to accept

a new connection is the blocking probability parameter. The main purpose of the simulation

experiments we have performed is to compare the effectiveness of different RWFA algorithms

(that will be presented in Sec. IV) in terms of average blocking probability. This parameter is

estimated by measuring the ratio between the number of refused connection requests and the

total number of requests received by the network during the simulation time. The duration of

a simulation is chosen in order to be able to observe the evolution of the system long enough

to reach statistical equilibrium under a constant dynamic traffic load. In such a condition the

average value of the blocking probability changes very little in time.

Beside routing algorithm comparison, a second objective of this work is the evaluation by

simulation of the sensitivity of the network to the type of dynamic traffic. In Sec. III we are

giving details on our traffic modelling system and better explain what we mean by type of traffic.

III. TRAFFIC MODELLING

As we stated in Sec. I, ASON dynamic lambda traffic service is a new emerging feature for

WDM networks. To our knowledge no traffic measures of real cases have been yet reported in

literature. Therefore a statistical description suitable for the future scenario is very difficult to

predict [7]. Because of this lack of actual traffic characterizations, traffic models developed in

the traditional circuit-switching theory for telephone networks are usually employed [8].

In our work we assume that each node of the WDM network (i.e. each OXC) is a generator of

dynamic optical connection requests, having the node itself as source and a destination which

is randomly chosen among the other nodes of the network with equal probability. This last

assumption is appropriate in the case all the nodes of the network have the same importance.

The analysis of particular situations of polarized destination choice (e.g. hub-like traffic) is left

for a future upgrade.

In order to be able to represent a wide range of traffic situations, we adopted the “moment-
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matching” technique, commonly used in tele-traffic theory to study overflow streams in tele-

phone networks [9], [10]. The traffic offered by a generator to the network is defined by as-

signing two parameters which corresponds to the first two moments of x, the random number

of active connections in the system having the node as source in statistical equilibrium. These

two parameters, per each network node, are:

� offered load A0 = E[x], is the average number of active connections;

� peakedness factor, also called Variance to Mean Ratio, VMR = �2x=E[x], where �2x is the

variance of x.

The “moment-matching” technique then allows to model a generator choosing any equivalent

process that yields the first two moments of the offered load defined above, independently of

the real nature of the generator itself.

The earliest and most widely accepted application of moment-matching [11], [12] exploits the

Bernoulli-Poisson-Pascal processes as equivalent processes. Such birth-death processes are in

general characterized by the mean inter-arrival time 1=�x between two consecutive connection

requests and the mean duration 1=�x of each single connection. The holding time of each

single connection is an exponentially distributed random variable whose mean value �x = � is

independent of the state of the generator and of the arrival process. The inter-arrival generation

process is instead more complicated and it varies according to the specific traffic type.

Most of the dynamic traffic models in the literature have assumed a Poisson traffic type

(regular traffic), that in the “moment-matching” technique is obtained by choosing VMR = 1.

In this case inter-arrival time is exponentially distributed with a mean value �x = � that is

constant and independent of the state of the generator, like the holding time. For this traffic type

a simple relation holds between the average load and the two generator parameters: A0 = �=�.

Poisson process, however, may not be representative of the input traffic in a wide area optical

network [7], [13], [14]. The Bernoulli and Pascal processes can be used to model smooth

and peaked traffic types, respectively. While in the Poisson process births are quite regularly

distributed in time, Pascal traffic is characterized by burst periods with high density of births

and Bernoulli traffic, on the opposite, is characterized by burst periods of “silence”. In the

“moment-matching” technique the peakedness factor determines which type of process has to

be used to model the generators: VMR < 1 and VMR > 1 correspond to the Bernoulli and

Pascal processes, respectively.
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The exact relations between �x, A0 and VMR in the Bernoulli and Pascal cases [7] are quite

complicated and will be omitted here for brevity. Qualitatively, �x increases with x in the

smooth case and decreases in the peaked case.

In this work we have developed most of simulation experiments by assuming Poisson traffic-

type. In section V-C however we are going to show some results obtained with Pascal and

Bernoulli traffic types.

IV. HEURISTIC ROUTING ALGORITHMS

At the arrival of a new dynamic connection request at a given time, the control system of the

network must solve a RFWA problem. This consists in the identification of the route (sequence

of links) from the source to the destination and in the selection of a WDM channel in a particular

fiber of each link to be allocated to the new connection.

Several techniques have been proposed to perform RFWA. In principle, techniques based

on mathematical programming could be applied, but these methods require very high computa-

tional efforts. Moreover, the formal definition of an objective function to be minimized which is

directly related to blocking probability is not an easy task, as we will explain later on. Therefore

most of the works in literature regarding dynamic WDM networks propose heuristic methods

to solve RFWA [15]. Some of these methods are based on disjoint solution first of routing and

then of fiber and wavelength assignment. In these cases routing can be constrained: only a lim-

ited set of pre-computed routes for each pair of nodes in the network is considered for possible

routing. This simplifies the RWFA operation but limits the routing options, potentially affecting

blocking probability.

In our work we adopted a heuristic method which jointly solves routing, fiber and wavelength

assignment without imposing constraints on the viable routes (unconstrained routing [16]). It

is based on the multifiber layered graph (MLG) representation of the network, also used in our

static-network design tool [4] and derived from the layered graph method, well-known from

many published papers (e.g. Ref. [17] for dynamic RWA). Each WDM channel of the network

is represented by an arc of the MLG, and each node by a set of image nodes. In order to

jointly solve RFWA, all the arcs of the MLG are assigned proper weights prior to setup the new

lightpath. Then the Dijkstra algorithm is run on the MLG. This allows to find the least-total-

weight route between the image node corresponding to the source OXC and the image node
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corresponding to the destination OXC: the MLG arcs belonging to this route correspond to the

WDM channels that must be allocated to the new lightpath.

The key point of our heuristic approach is weight assignment to the MLG arcs. First of

all an infinite (actually, very large) weight is given to arcs corresponding to unavailable WDM

channels. We recall that WDM channels available for dynamic traffic at a given instant are those

left idle by lightpaths that are active at that instant (either static working lightpaths and dynamic

lightpaths) plus those allocated to static protection lightpaths. Secondly the MLG weight system

is used to support a wide range of RFWA heuristic criteria. In our approach specific criteria for

routing, for fiber assignment and for wavelength assignment can be combined together with a

given priority order. To do this each MLG arc is actually assigned an array of weights instead

of a single scalar weight. Each weight of the array is determined by a specific criterion. We

have modified the Dijkstra algorithm so that the criteria can be applied in a prioritized sequence.

Each time several alternative MLG routes have an equal total weight according to the primary

criterion, they are compared according to the secondary criterion, and so on.

The focus of this paper is routing algorithm evaluation under dynamic traffic. Therefore, in

all the simulations we have performed we have always assigned the highest RFWA priority to

routing; fiber and wavelength assignment follow in order of decreasing priority. Moreover, with

all the tested routing criteria, as we will explain further below, we always used the same criterion

both for fiber and for wavelength assignment. This is the FIRST FIT criterion [5], according to

which weights are assigned to MLG arcs so that, during RFWA, the first idle wavelength (fiber)

is selected after having sorted all the wavelengths (fibers) in each link according to an a priori

fixed order. FIRST FIT is simple, since it does not require information about the instantaneous

network state; however it proved to be a good criterion as for blocking performance.

A. Simple routing algorithms

As mentioned above, the main objective of this work is to compare different routing algo-

rithms in terms of their effectiveness in achieving low blocking probability of the dynamic

connections. The high flexibility of our network model allowed us to test several algorithms,

starting from “classical” solutions and then proceeding to newly defined advanced algorithms.

The two best-known and simplest routing algorithms for dynamic traffic in a WDM network are

the Shortest Path Routing (SPR) and the Least Loaded Routing (LLR).
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The first one routes the lightpath on the minimum distance available path between source and

destination: distance is evaluated as the number of hops (WDM links) crossed by the lightpath.

It is very easily implemented by setting to 1 the weights of all the available WDM channels.

This routing algorithm is static since the corresponding weights do not depend on the state of

the network.

LLR tries instead to route the new lightpath on a path which carries the lowest possible

amount of traffic generated by already active connections at the time of connection establish-

ment. It obviously requires a knowledge of the network state: it can therefore be classified as an

adaptive routing algorithm. To perform LLR WDM channels are weighted by the so-called link

congestion parameter: if a given channel belongs to link j, then it is assigned a weight bj equal

to the number of busy WDM channels on that link. The algorithm allocates the new lightpath

on the route having the least possible route congestion parameter. This latter variable is equal

to the maximum link congestion parameter among all the links crossed by the route itself .

It should be noted that each the above algorithms is effective in reducing blocking probability

of dynamic connections on a single different front. SPR tends to minimize the amount of

resources that a new connection is going to subtract from the pool of available WDM channels

of the network. LLR tends to uniformly distribute the load over the links of network. A very

interesting option offered by our network model is that more criteria concerning the same aspect

of RFWA can be applied in sequence, taking advantage of the best heuristic quality of each one.

We applied this to routing, creating a new algorithm from the combination of LLR and SPR in

a prioritized sequence, named LLR/SPR. The highest priority is given to LLR; when two routes

are equal according to the least-loaded criterion, the shortest one is selected according to SPR.

We can expect that cascading LLR and SPR can improve blocking probability compared to both

the single algorithms.

Several other algorithms have been proposed in literature [15]. We consider only the ones

presented above for brevity, knowing however that they are the most frequently used.

B. An advanced heuristic routing algorithm

Most of the studies on WDM dynamic traffic presented so far in literature propose routing

algorithms which take present or past network states into account [18], [5], [19], [20]. Recent

works however, suggested a different approach which focus on the prediction of the future
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network state based on the network history. In [21] this task is accomplished by a method

requiring quite a complex mathematical formulation. In this paper we try to accomplish the

same task following an alternative heuristic approach, by seeking a parameter which allows to

evaluate the impact of a present routing choice of an optical path on the following connection

requests.

The phenomena which can potentially combine to contribute to increase blocking probability

may be identified as: (a) general shortage of free WDM channels; (b) exhaustion of available re-

sources on some particular link cut-set, leaving parts of the network disconnected; (c) saturation

of all input and/or output links of a particular node. Finding an exact mathematical formulation

to represent these causes is not so easy. The identification of critical cut-sets in the network, for

instance, is a complex problem that cannot be exactly solved with polynomial algorithms [22].

So we have defined a global network function which can be used as a heuristic measurement

of the incidence of all three combined causes. This function '(t), which we name Occupancy

Cost Function (OCF), is defined as follows:

'(t) =
LX

j=1

1

f(dj)
�

bj
WFj

�
n̂j(t)

^R(t) �S
(1)

where symbols have the following meanings:

� L: total number of links;

� f(dj): value of the probability density function of the network link lengths corresponding

to the length dj of link j;

� bj: link congestion parameter of link j;

� W : number of wavelengths per fiber;

� Fj: number of fibers installed on link j;

� t: time at which the network is observed, assuming t = 0 as the instant from which the

network, loaded only with the static lightpaths, is used to carry dynamic traffic; t = 0 is

also the beginning of all the network simulations;

� n̂j(t): number of lightpaths that were routed on link j from t = 0;

�
^R(t): total number of dynamic connections setup in the network from t = 0;

� �S: average shortest path (in number of hops) taking into account all the couples of nodes

of the network

The normalized link congestion parameter bj

WFj
measures an instantaneous utilization state.
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The term n̂j(t)
^R(t) �S

estimates which share of all the WDM channels of the network allocated to

dynamic traffic until time t has been supported by link j. This term is a measure of the link

utilization rate derived from the past history. The product of these two factors is a sort of

“historical” link congestion parameter. Since the network model we have assumed is a pure

loss system, it will reach statistical equilibrium when kept under constant mean dynamic-traffic

load for a sufficiently long period. In such a condition the third factor of Eq. 1 tends to become

constant in time for each link.

The factor 1=f(dj ) may appear unexpected at a first glance, since link lengths seems irrele-

vant when blocking is the concern. This factor introduces a cost of the utilization of a link of

a given length which is inversely proportional to the chances of finding other links of the same

length in the network. As it will be shown by examples in Sec. V, in many realistic topologies

network-cut-sets are often composed of few links having similar length: in this cases a dramatic

increase of OCF due a f(dj) contribution denotes high chances of cut-set exhaustion.

The most important aspect of the OCF function is that it has been defined in order to be

used in an operative way for dynamic lightpath routing. For this purpose, the variation of the

function due to a new lightpath setup, more than '(t) itself, is of interest. Based on '(t)

variation, a new interesting routing algorithm can be defined, as explained in the following. Let

t be the arrival time of a new connection request and t+ the time after the new lightpath has

been set up, assuming that the request is not blocked. Furthermore be 
 the set of links crossed

by new connection (i.e. its route). The value '(t+) of the function after the new lightpath setup

is:

'(t+) =
X

8j 62


1

f(dj)
�

bj
WFj

�
n̂j(t)

^R(t) �S
+

+
X

8j2


1

f(dj)
�
(bj + 1)[n̂j(t) + 1]

WFj[ ^R(t) + 1] �S

=
X

8j 62


1

f(dj)
�

bj
WFj

�
n̂j(t)

^R(t) �S
+

+
X

8j2


1

f(dj)
�

bjn̂j(t)

WFj[ ^R(t) + 1] �S
+

+
X

8j2


1

f(dj)
�
[bj + n̂j(t) + 1]

WFj[ ^R(t) + 1] �S

Let us consider the equation above after an initial transient time � . In realistic traffic con-
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ditions we can assume that, for t > � , ^R(t) � 1 and therefore ^R(t) + 1 � ^R(t). The first

two terms can be grouped together, thus obtaining '(t) again. In conclusion the increment of

function '(t) due to a new lightpath setup can be written as

�'(t) = '(t+)� '(t) =
X

8j2


bj + n̂j(t) + 1

f(dj)WFj
^R(t) �S

(2)

Equation 2 gives us the hint and the opportunity to define a new routing algorithm whose

optimality criterion is the minimization of the increment of the OCF itself. This algorithm can

easily be implemented on our network model by assigning the following weight to each link j:

wr(j; t) =
1

f(dj)Fj

� [bj + n̂j(t) + 1]

The other normalization factors W ^R(t) �S can be omitted since they are common to all the links.

It should be noted that towards the beginning of the simulations the algorithm behaves similarly

to LLR, due to the presence of bj , while as the system approaches statistical equilibrium n̂j(t)

becomes more and more relevant.

The function '(t) is obviously far from being a blocking probability. However, when '(t) is

evaluated for a network in statistical equilibrium conditions and for different values of average

load, its behavior as a function of the load is extremely similar to the corresponding behavior of

the blocking probability. The exact comprehension of the relation between OCF and �p would

require the definition of a suitable analytical model. Several analytical models for evaluating

blocking probability of a WDM network under dynamic traffic have been published. Several

of these models (e.g. Ref. [23]) assume fixed routing (one single possible path between each

source and destination). An early model considering adaptive routing has been proposed for

classical circuit-switched networks (thus also VWP WDM networks) in Ref. [24]: however

in this case routing is constrained (also, the topology must be fully meshed). The most ad-

vanced analytical models for WDM networks seems today those based on link correlation. A

first model was proposed in Ref. [19] for fixed routing, then it was extended in Ref. [25] to

multifiber WDM networks; in Refs. [16], [26] the correlation model was applied to adaptive

routing, but again considering a limited predetermined set of routes for each node pair. All

the models mentioned so far require to (iteratively) solve a set of Erlang fixed-point equations:

constraining the routing choices is needed in order to limit the complexity of this solution. In
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conclusion, none of the theoretical approaches mentioned above is directly applicable to eval-

uate blocking probability when routing is based on OCF. In fact this new routing criterion is

unconstrained, adaptive, multifiber and takes the link length distribution into account; besides,

the presence of the high-priority static traffic further increases the complexity. Thus, the present

paper is based on heuristic considerations supported by simulation results: an analytical model,

currently under study, will be proposed in a future work in which we wish to provide theoretical

justifications to the present results.

In the next section we will compare all the routing algorithms described in this section by

simulating their performance on various case-study networks.

V. CASE-STUDY RESULTS ANALYSIS

The results we are going to present in this paper were obtained by a C++ discrete-event net-

work simulator implemented according to the network model described in the previous sections

and which has been integrated with the WDM network design tool.

Three case-study networks have been considered. The first two, namely the USA National-

Science-Foundation Network (NSFNET) and the European Optical Network (EON), shown in

Fig. 1 and Fig. 2 respectively, have been designed, optimized (minimizing the total number of

fibers) and preloaded with static traffic using the tool described in [4], assuming W = 32

wavelengths per fiber. Data regarding physical and virtual topology for these two realistic

examples were taken from [27] and [28].

The third case-study network (Fig. 3) has been created ad hoc as an example of network

having cut-sets composed of few links of similar length. Though it does not physically ex-

ists, its topology is realistic, since it corresponds to a global infrastructure composed of three

metro-area networks interconnected by a wide-area network. For this reason we named it Wide

Plus Metro Area Network (WPMNET). WPMNET has only three types of links: short (MAN

links), medium and long (WAN links). The number of short links is much higher than that of

medium and long links, since MAN networks usually have a larger connectivity. This particular

length distribution allows us to highlight the importance of introducing the cost factor 1=f(d j )

in the advanced routing algorithm we have proposed in this paper. Thanks to this factor the

routing algorithm will try to avoid routes such as the one shown in Fig. 3 from S to D, which

unnecessarily overload long links and can bring to a quick congestion of critical cut-sets.
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The particular structure of WPMNET is well shown in Fig. 4, in which the probability

distribution function of the length of the links is plotted, normalizing the length to the longest

link in the network. By comparison, also the probability distribution functions of the other two

networks are reported.

We have performed three different sets of simulation experiments on the three chosen case-

study networks, in order to analyze three different aspects of the ASON scenario: (a) effects

of the protection mechanism adopted for the static connections; (b) effectiveness of the routing

algorithms; (c) effects of the type of dynamic traffic. In all the cases network blocking prob-

ability �p has been considered as the basic performance parameter. Curves are plotted using

the average offered traffic (in Erlang) per generator A0 as x-axis variable. In simulations con-

cerning WPMNET no static traffic has been pre-loaded on the network; all the links have 5

fibers with W = 5 wavelengths per fiber. Poisson traffic has been always used, except for the

experiments presented in the last subsection, and all the OXCs have been assumed to be active

independent dynamic traffic generators. Finally, all the results displayed are obtained when the

network system has reached the statistical equilibrium under constant average load.

A. Dedicated and shared protection of high-priority traffic

Fig. 5 shows the blocking probability of dynamic connections for NSFNET and EON (VWP

scenario) in the two cases of dedicated and shared path-protection of the high-priority static

connections. LLR/SPR has been used as routing algorithm.

Curves clearly show in both cases that blocking probability is higher with shared path pro-

tection. This is quite expected. The same number of static w/p pairs are supported by the

optimized networks in the dedicated and shared cases. If the number of WDM channels occu-

pied by the working lightpaths is roughly the same; protected lightpaths require far less channels

in the latter case, due to sharing of several channels by more w/p pairs. As a consequence, in

a shared-protected network far less WDM channels are available to host dynamic traffic. We

can conclude that for a network operator the shared protection strategy is beneficial to save on

initial installation costs of the network, since the total number of fibers to support a given static

demand is less than in the dedicated protection case. This saving however has the drawback of

limiting the operator ability of satisfying future lambda-service customers.

As stated above, blocking events can be caused either by shortage of WDM available channels
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or by cut-set congestion. A lower bound of blocking probability which takes only the first cause

into account is given by the following simple analytical method. The total number C of WDM

channels that are initially available (at t = 0) for dynamic traffic is a known quantity that

results from static network optimization. The total number of channels allocated to dynamic

connections at any time is obviously bounded by C . All the N network nodes are identical

traffic generators that are demanding connections randomly selecting destinations between all

the other nodes. In the ideal case we can assume that all these connections are routed on

the shortest path between source and destination in order to occupy the minimum possible

amount of resources. The average accepted traffic per node is As, which is related to A0 by:

As = (1 � �p)A0. Given this scenario, the minimum possible number of WDM channels

allocated to dynamic lightpaths having a certain node as source is As �
�S, where we recall that

�S is the average shortest path (in number of hops) of the network. After simple math we can

finally write

�p � 1�
C

N �A0 �
�S

(3)

In Fig. 5 the curves derived form Eq. 3 have been plotted for the two networks in the two

dedicated and shared cases. By comparing these curves with those obtained by the simulation

we can conclude that cut-set congestion is a strong cause of blocking in networks pre-loaded

with static traffic.

After the comparison presented in this subsection, only dedicated path-protection will be

considered for static traffic for the rest of the paper.

B. Routing algorithm comparison

Fig. 6 allows to compare the performance of the various routing algorithms considered in the

paper and for the three case-study networks, in both WP and VWP wavelength-conversion sce-

nario. As expected from the lower-bound analysis reported above, the worse routing algorithm

is SPR, since it is not effective in avoiding congestion. LLR alone is a little better performing,

while fair improvements are obtained when the two algorithms are combined together, giving

LLR a higher priority. The better behavior of LLR compared to SPR with dynamic traffic is

well known [5], [6], [16], [20] 3. Some papers [16], [26] proposed the combined LLR/SPR
3Ref. [26] is an exception, showing that SPR is better than LLR. This is probably due to the fact that routes are constrained

to the shortest-path length + one hop.
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algorithm (or similar versions) showing their advantages.

The new algorithm we proposed, based on OCF increment minimization is the best perform-

ing algorithm, especially when the cost associated to the link length probability density function

f(dj) is taken into account.

We have further analyzed this latter aspect by comparing the blocking probabilities obtained

by applying the OCF based routing algorithm without and with taking the cost factor associated

to f(dj) into account. The ratios displayed in Fig. 7 measures the penalty that must be paid

in terms of blocking probability when the distribution of the link lengths is not considered in

routing. As expected, this penalty gets worse for networks which contain cut-sets composed

of few links of similar length, while is less severe for networks that have a rather uniform link

length distribution (e.g. the NSFNET).

Another interesting aspect we wished to better understand is the relation between the oc-

cupancy cost function '(t) and the blocking probability when the algorithm based on OFC is

adopted for routing. Fig. 8 compares �p and '(te) evaluated at a time te in which the network

is in equilibrium. The graph clearly shows that, even if OFC assumes a completely different set

of values, its dependence on A0 is very similar to that of the blocking probability. �p and '(te)

result to be almost proportional, especially for small loads.

As a final comment we shall add that all the graphs displayed in this subsection show that

wavelength conversion is quite important for WDM dynamic traffic (while it is not so in the

static case), especially for low traffic loads, for which the presence of the converters can reduce

blocking probability of one order of magnitude.

C. Traffic type comparison

We have simulated the behavior of the NFSNET under the three types of dynamic traffic

(Bernoulli, Poisson and Pascal) described in Sec. III. All these simulations are carried out

adopting the OCF based algorithm for routing. In the case of Bernoulli and Pascal the chosen

values of the peakedness ratio VMR are 0.5 and 5 respectively.

In Fig. 9 the results of the simulations are displayed in three cases: (a) with a single active

generator; (b) with 5 active generators; (c) when all the 14 generators are active. Results with

one single active generator (which could model the real situation of a large hub node connected

to small customers) indicates that blocking probability is strongly dependent on the type of
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traffic. Most of the blocking events are probably due to the saturation of the links connected to

the active generator. With a higher number of independent generators the blocking probability

becomes more and more insensitive to the type of traffic. This behavior is probably due to the

fact that the network links aggregate uncorrelated traffic from many different sources which are

characterized by “classical” random processes such as those we employed for our simulations.

It should be observed that though the global blocking probability tends to be the same, the

dynamic behavior of a network loaded with the three types of traffic is different, even with a

large number of active generators. In fact with Bernoulli process blocking events are regularly

distributed in time, with Poisson process losses occur less regularly, while with Pascal process

there are periods in which the system accepts all the connection requests and some others in

which loss is very high (further results regarding this aspect are not reported here for brevity).

VI. CONCLUSIONS

We have considered the future scenario of WDM networks designed and optimized for static

traffic and then employed to provide lambda-connection service on demand. This leads dynamic

low-priority optical connections to co-exist together with static high-priority connections on the

same optical network. This paper simulates and compares the performance of several well-

known algorithms for dynamic lightpath routing in such a network environment. We have pro-

posed and tested an advanced routing algorithm able to reduce blocking of future connections

in different ways. By means of dynamic traffic simulations we have shown the performance im-

provement of the advanced routing algorithm compared to other well-known classical solutions.

Our study also includes an evaluation of the behavior of WDM networks under non-Poissonian

traffic type, as well as a comparison between cases in which high-priority static connections are

protected by shared and dedicated WDM path-protection, respectively.
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[8] J. Späth and S. Bodamer, “Performance Evaluation of Photonic Networks under Dynamic Traffic Conditions,” in

Proceedings of the 2nd IFIP TC6 Conference on optical network design and modelling, Feb. 1998, vol. Post Conference

Paper, pp. 15–19.

[9] H. Heffes and D Lucantoni, “A Markov- modulated characterization of packetized voice and data traffic and related

statistical multiplexer performance,” jsac, vol. 4, no. 6, pp. 856–868, Sep 1986.

[10] A. Kuczura and D Bajaj, “A method of moments for analysis of switched communication network’s performance,” toc,

vol. 25, no. 2, pp. 185–193, Feb 1977.

[11] R. I. Wilkinson, “Theories for toll traffic engineering in the U.S.A,” Bell Systems Technical Journal, vol. 35, pp. 421–514,

Mar 1956.

[12] L. E. N Delbrouck, “A unified approximate evaluation of congestion functions for smooth and peky traffics,” toc, vol.

29, no. 2, pp. 85–91, Feb 1981.

[13] G. Maier, M. Martinelli, A. Pattavina, and M. Scappini, “Performance of WDM rings with partial and sparse wavelength

conversion under general dynamic traffic,” European Transaction on Telecommunications, vol. 11, no. 1, pp. 91–98,

Jan.-Feb. 2000.

[14] G. Maier, M. Martinelli, A. Pattavina, and M. Scappini, “Performance of WDM rings with wavelength conversion under

non-Poisson traffic,” in Proceedings, IEEE International Conference on Communications, June 1999, p. s51.4.

[15] H. Zang, J. P.Jue, and B. Mukherjee, “A review of routing and wavelength assignment approaches for wavelength-routed

optical WDM networks,” SPIE Optical Network Magazine, pp. 47–60, jan 2000.

[16] Ling Li and A.K. Somani, “Dynamic wavelength routing using congestion and neighborhood information ,” in Network-

ing, IEEE/ACM Transactions on, Oct. 1999, vol. 7(5), pp. 779 –786.

[17] Chien Chen and Subrata Banerjee, “A New Model for Optimal Rouiting in All-Optical Networks with Scalable Number

of Wavelength Converters,” in Proceedings,IEEE INFOCOM ’96, 1996, pp. 164–171.

[18] A. Birman, “Computing Approximate Blocking Probabilities for a Class of All-Optical Networks,” IEEE Journal on

Selected Areas in Communications, vol. 14, no. 5, pp. 852–857, June 1996.

[19] S. Subramaniam, M. Azizog̃lu, and A. K. Somani, “Connectivity and Sparse Wavelength Conversion in Wavelength-

Routing Networks,” in Proceedings,IEEE INFOCOM ’96, 1996.

[20] Hiroaki Harai, Masayuki Murata, and Hideo Miyahara, “Performance Analysis of Wavelength Assignment Policies in

All-Optical Metworks with Limited-Range Wavelength Conversion,” IEEE Journal on Selected Areas in Communica-

tions, vol. 16, pp. 1051–1060, sept 1998.
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Figure 1. European Optical Network (EON).
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Figure 2. National Science Foundation Network (NSFNET).
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Figure 3. Wide Plus Metro Area Network (WPMNET). S-D is an example of an undesirable route.
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Figure 5. Blocking probability of dynamic connections in NSFNET and EON in the two cases of dedicated and
shared path-protection of the static traffic. Lower-bound curves are also plotted
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Figure 6. Blocking probability of NSFNET, EON and WPMNET for different routing algorithms, with (a) and
without (b) wavelength conversion capability.
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Figure 7. Ratio between blocking probability evaluated not including and including the cost factor associated to
f(dj) in the OCF-based routing algorithm.
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Figure 8. Blocking probability obtained by the OCF-based routing algorithm and values of the OCF itself as
functions of the average offered traffic.
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Figure 9. Blocking probability of VWP NSFNET under Bernoulli, Poisson and Pascal dynamic traffic type, with
1, 5 and 14 active generators


